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Fig. 1. GPTCoach is a chatbot designed to motivate physical activity behavior change. GPTCoach implements an

evidence-based health coaching program, uses counseling strategies from motivational interviewing, and can query and

visualize a user’s health data from a wearable through tool use. On the left, we show an excerpt from a conversation with

GPTCoach using an example persona inspired by our interviews. On the right, we show an interactive visualization displayed

by GPTCoach from a later point in the conversation.

Physical activity has significant benefits to health, yet large portions of the population remain physically inactive. Mobile

health applications show promising potential for low-cost, scalable physical activity promotion, but existing approaches

are often insufficiently personalized to a user’s context and life circumstances. In this work, we explore the potential for

large language model (LLM) based conversational agents to motivate physical activity behavior change. Through formative

interviews with 12 health professionals and 10 non-experts, we identify design considerations and opportunities for LLM health

coaching. We present GPTCoach, a chatbot that implements an evidence-based health coaching program, uses counseling

strategies from motivational interviewing, and can query and visualize health data from a wearable through tool use. We

evaluate GPTCoach as a technology probe in a user study with 16 participants. Through quantitive and qualitative analyses,

we find promising evidence that GPTCoach can adhere to a health coaching program while adopting a facilitative, supportive,

and non-judgmental tone. We find more variable support for GPTCoach’s ability to proactively make use of data in ways that

foster motivation and empowerment. We conclude with a discussion of our findings, implications for future research, as well

as risks and limitations.
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1 INTRODUCTION

Regular physical activity carries significant benefits to health and wellbeing [62, 83], yet over a quarter of the

population worldwide [83] and nearly half of the population in the US [38] fail to meet standard recommendations

for physical activity. The gold standard in health behavior change is one-on-one interaction with a human health

professional [16]. While health coaching is an effective intervention, it is expensive, not widely accessible, and

does not scale [16, 74]. Researchers have turned to mobile health technologies such as smartphone applications

or wearable fitness trackers as a low-cost, scalable approach to motivating health behavior change [43]. One

promise of mobile health is using data from activity trackers and other sensors to personalize health interventions

and support, much like a health coach tailors their advice to a client’s unique needs and preferences.

While many approaches to mobile health technology have been explored in the literature, their ability to

personalize support is limited due to the inherent challenges of integrating personal data with contextual factors

that are crucial for behavior change but difficult to quantify (e.g., goals, values, preferences, past experiences,

life circumstances, time constraints, physical abilities, or access to resources). For instance, self-tracking (or

personal informatics) systems aim to support reflection on personal health data to generate new insights about

behaviors and habits [13, 23]. This approach relies heavily on users having sufficient motivation and expertise

to interpret and contextualize data into actionable plans for change [51, 87]. Another class of systems uses

adaptive decision rules or machine learning algorithms to push behavioral interventions to users (e.g., push

notifications or text message reminders), using data to personalize intervention delivery and timing [79]. Such

nudging-based approaches often deny users agency in expressing how or why they want to change and generally

do not incorporate factors not captured in self-tracking data [68]. Conversational approaches to mobile health

technology leverage natural language interaction with a chatbot towards motivating health behavior change [98].

Many such chatbots draw from or mirror principles and strategies from human health coaching [98], and some

also make use of external data sources [53, 57, 74]. One crucial limitation of most prior chatbot systems is that they

employ template-, rule-, or retrieval-based dialogue systems [98], which offer a high degree of researcher control

but fall short of the conversational flexibility and degree of personalization afforded by human coaches [74, 90]

because they always choose from a pre-specified list of responses.

In this work, we explore the potential for large language models (LLMs) to provide personalized behavior

change support that contextualizes personal health data to a user’s unique circumstances. LLMs have experienced

rapid improvements in performance [18, 85], and recent work has explored applying LLMs to health inference

tasks on behavioral sensor data [36, 52, 65], conversational agents in healthcare [1, 101], as well as mental

health counseling [22, 93]. Informed by these recent advances, we were inspired by the capacity for LLMs to

enable multimodal reasoning,1 which might allow a model to integrate various sources of context, including

semantic information captured in natural language interaction (e.g., goals, life circumstances, preferences, etc.)

and quantitative data about the user’s physiology and behaviors (e.g., biosignals from a wearable, location,

telemetry data, or calendar information). Moreover, advances in conversational flexibility might allow a model

to dynamically seek out information and adapt the structure and style of interaction in response to user input,

much like a health coach. However, off-the-shelf models do not natively support raw sensor data as input [72]

and are instruction-tuned to answer questions, not engage in open-ended coaching conversations.

1
Here, we refer to the capacity to jointly reason over multiple modalities of data (i.e., text and sensor data) which in this work we explore by

using text-only LLMs and representing sensor data as text.
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We followed a human-centered design process, beginning our investigation by conducting formative interviews

with 22 participants, including 12 health experts (health coaches, health educators, personal trainers, fitness

instructors, and physical therapists) and 10 non-experts of various ages and levels of physical activity, from

highly sedentary individuals to professional athletes. Despite their diverse backgrounds and occupations, all
of the health experts emphasized the importance of a facilitative, non-judgmental approach that refrains from

giving unsolicited advice [80, 107]. Data was widely acknowledged as a useful resource for behavior change.

However, it was less useful for many of the most difficult and important aspects of coaching, such as fostering

motivation and confidence, reframing negative beliefs, or overcoming barriers. While recent work on LLMs for

behavioral health has focused on extracting inferences and predictions from wearable sensor data [36, 52, 65],

our findings suggest that if the goal is to make data useful for motivating health behavior change, it is equally (if

not more) important to study how data serves coaching conversations in ways that foster client motivation and

empowerment.

Informed by our interviews, we built GPTCoach, an LLM-based chatbot for motivating physical activity.

GPTCoachwas designed to implement an onboarding conversation from a validated health coaching program [20,

54, 55, 105, 106], developed by our collaborators in behavioral medicine. Moreover, GPTCoach uses strategies

from motivational interviewing [76], a well-established, evidence-based counseling approach [73]. GPTCoach can

access, query, and visualize a user’s health data from a wearable through tool use [91]. GPTCoach uses several

prompt chaining [108] strategies to ensure adherence to the coaching program, appropriate use of motivational

interviewing strategies, and appropriate use of personal health data.

We evaluate GPTCoach as a technology probe in a user study with 16 participants. We report qualitative

and quantitative evidence for our system’s ability to adhere to a facilitative, supportive, and non-judgmental

conversational style. An automated analysis of motivational interviewing (MI) behaviors demonstrates that our

model used MI-consistent or neutral behaviors 84% of the time, while survey and interview responses indicate

that participants felt supported by and comfortable sharing concerns with the chatbot. We also find evidence

that our prompt-chaining enabled the model to adhere to the structure of the coaching program, employ MI

strategies, and initiate tool calls at appropriate moments. However, GPTCoach’s ability to use sensor data was

more variable, sometimes demonstrating the capacity to use data in ways that served conversations about change

and other times failing to proactively incorporate data into its advice. In a counterfactual analysis comparing

GPTCoach to vanilla GPT-4, we find that our system is more consistent with MI principles, asking more open

questions and giving less advice without permission. We discuss the implications of our findings for future health

behavior systems, LLM training and evaluation, and the risks and limitations of our current study.

2 RELATED WORK

In this section, we first summarize relevant literature on personal informatics and self-reflection, health coaching,

and conversational agents for health behavior change.

2.1 Personal Informatics & Reflection on Personal Data

The field of personal informatics designs systems to “help people collect and reflect on personal information” [61].

Motivating physical activity is the most common application domain for personal informatics [37], with a long

history of systems for motivating physical activity behavior change in HCI [6, 31, 31, 63, 77]. Through reflection

on personal data, personal informatics tools aim to generate new insights about behaviors and habits that can

inform lasting behavior change [13, 23]. This has been referred to as the self-improvement hypothesis [51]. While

the personal informatics literature has explored many design patterns for supporting reflection [13], many

systems (and nearly all commercially available fitness trackers) make use of statistics and visualizations to

support reflection [8, 24, 47, 71, 100].
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Personal informatics tools are effective at fostering reflection and motivating behavior change [49], but many

practical challenges remain. Data interpretation is challenging for non-experts [40, 87]. In a diary study with

non-expert users, Rapp and Cena [87] found that visualizations were “neither meaningful nor tailored to the

user needs” and argued for greater personalization and contextualization of data. Highly quantitative forms of

feedback may be potentially harmful [78], negatively impacting motivation [30] and mindsets [33]. In a review

of self-tracking, Kersten-van Dijk et al. [51] found that insights gained through reflection on personal data

are frequently not actionable towards behavior change. Many systems tacitly assume that reflection will occur

naturally once data is processed and visualized [11], and most theories of reflection highlight that reflection

needs to be supported [12, 99]. Our work aims to better support reflection on personal data by contextualizing a

user’s health data to their unique life circumstances using LLMs.

2.2 Health Coaching with Humans & Conversational Agents

Health coaching is a popular and effective intervention for motivating health behavior change [80, 107]. During

health coaching, a coach assists clients in choosing healthy lifestyle behaviors by setting appropriate goals,

providing education and feedback, and establishing a relationship with the client [80]. Most health coaching

programs advocate for a client-centric and non-prescriptive approach, including collaborative goal-setting,

learning through self-discovery, fostering self-efficacy, and respecting client autonomy [107]. Many such programs

draw from motivational interviewing [73], an evidence-based counseling framework.

Studies on the role of self-tracking data in health coaching have found that data can provide coaches with

more objective reports on the client’s behaviors, which can aid in providing personalized care [27, 89, 90]. In a

study examining how clients and coaches interpret data during coaching sessions, Rutjes et al. [89] found that

data was not “plug and play” and needed to be contextualized through collaborative reflection to inform behavior

change. Moreover, coaches may lack the time or necessary expertise to interpret clients’ data [27].

While highly effective, in-person health coaching is expensive, not always accessible, and does not scale [16, 74].

In contrast, automated health coaching [74] (also known as e-coaching [50]) aims to simulate the health coaching

experience using conversational agents. Early work by Bickmore et al. on health dialogue systems [14, 16] has

argued that automated systems can overcome the time and resource barriers affecting human counseling while

effectively delivering evidence-based interventions at scale and low cost. In a meta-analysis of chatbots on lifestyle

behaviors, Singh et al. [98] found a significant, small-to-moderate effect of chatbots on motivating physical activity.

Within HCI, several chatbot-based systems have been proposed for motivating physical activity [15, 28, 57, 75].

For example, Kocielnik et al. [57] developed an intent-based conversational system to explore mini-dialogues

for triggering reflection on physical activity data. Mitchell et al. [74] compared a scripted Wizard-of-Oz health

coaching chatbot to a human counseling condition for patients with type-2 diabetes. They found that chatbots

led to human-like experiences despite their rule-based nature. Human coaches were more skilled at expressing

empathy and tailoring support, while the chatbot was more persistent and consistent.

Although none of the previous studies employed LLMs, LLM-based chatbots have been explored in other

domains of health and medicine, including educational support [9], diagnosis [101], and mental health [21,

22, 46, 67, 96]. Emerging LLM-based approaches for physical activity coaching have explored prompting and

re-ranking strategies to improve response quality [42] or using LLMs for health question answering [81, 102],

but have yet to evaluate an open-ended, multi-turn coaching chatbot with real users. Recent work has also

found that finetuned LLMs are capable of few-shot health tasks operating on raw self-tracking data [36, 65]. In

addition, several commercially available LLM-based AI health coaches exist (e.g., WHOOP[104] or ONVY[82]),

as well as the WHO’s S.A.R.A.H [84]. Unlike our approach, all of the aforementioned systems focus on health

question-answering, lacking the ability to seek out and incorporate nuanced information about a user’s personal

and environmental context.
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Age Mean: 40.90, Median: 38, SD: 14.31, Min: 23, Max: 72

Gender Female: 12, Male: 10

Race/Ethnicity White: 10, Hispanic or Latino: 7, East Asian: 2, Southeast Asian: 2, South Asian: 1, African-American or

Black: 1, Black English: 1

Table 1. Summary of participant demographics in the formative study (𝑁 = 22)

3 FORMATIVE INTERVIEW STUDY

Prior work has studied the role of self-tracking devices and data in the health coaching process [89, 90], as well

as user experiences interacting with rule-based conversational agents [74], it was unclear the degree to which

these findings would transfer to LLM-based health coaching systems. We conducted formative semi-structured

interviews with 22 participants, aiming to better understand how to leverage LLMs’ affordances to provide support

that complements but does not mirror human coaching. We investigated the following research questions:

RQ1: What strategies do health experts use to help their clients overcome barriers to physical activity? What

strategies do individuals use to help themselves overcome barriers to physical activity?Which of these
strategies could LLMs employ and how?

RQ2: How do health experts make use of clients’ self-tracking data to promote physical activity? How do

individuals make use of their self-tracking data to promote physical activity? How might LLMs make use
of self-tracking data to promote physical activity?

3.1 Participants

We recruited 𝑁 = 22 participants from various sources, including university mailing lists, personal contacts, and

former research participants. 12 participants were health experts with professions including health coach, health

educator, personal trainer, fitness instructor, YMCA vice president, physical therapist, and behavioral scientist.

Six of the health experts were recruited through a collaborating research group in behavioral medicine and had

previous experience as peer counselors in a study that evaluated a rule-based chatbot [53]. The remaining 10

non-expert participants were recruited from the general population to gain the perspective of end-users. This

participant pool included a professional athlete, former athletes, avid self-trackers, physically active and inactive

students, sedentary office workers, new parents, a program manager working on AI data quality, and active and

inactive older adults. Participant demographics are listed in Table 1.

3.2 Protocol

We conducted one-hour semi-structured interviews with participants, pre-approved by our university’s institu-

tional review board. Health experts were asked several questions about their relationships with clients, strategies

for overcoming activity barriers, and the role of technology and data in their practice. Non-experts discussed their

physical activity levels, barriers, motivation sources, goals, and use of data. In the last portion of our interview,

participants were asked to “imagine that you have access to an artificial intelligence chatbot that can help you

improve your physical activity,” and were asked to share feedback on several potential features. Further details

on our interview protocol are provided in Appendix A.

3.3 Analysis

We performed qualitative coding on our interview transcripts using thematic analysis [19]. Two authors coded

two interviews collaboratively, then independently coded roughly 20% of the interviews. One author coded

the remaining 80%, with periodic meetings to discuss codes and emerging themes, resolving any differences in

interpretation through conversation.
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3.4 Results

Towards answering RQ1, we discuss the role of coaches as facilitators, educators, and supporters. Towards

addressing RQ2, we then discuss the role of data as a guiding, not driving, physical activity behavior change.

3.4.1 RQ1: The Role of Coaches as Facilitators, Educators, and Supporters. We identified three major themes by

analyzing the diverse strategies that coaches and individuals use to foster motivation and overcome barriers

to behavior change. These themes center around coaches’ roles in their interactions and relationships with

clients. For each role, we discuss the affordances and limitations of LLMs in filling the role, as well as potential

opportunities to go beyond the kinds of support provided by human coaches.

Facilitator: Despite our health experts having different training, job titles, responsibilities, and client populations,

they described an approach that was facilitative, not prescriptive. Experts used various languages to describe this

strategy, such as “You’re not in the driver’s seat, you’re more in the passenger seat, providing maybe direction, steering
the conversation one way or the other.” (P06). Core to a facilitative strategy is that the client takes ownership of their
behavior change journey. A facilitative approach decidedly does not involve unsolicited advice or problem-solving:

“No, definitely not giving them the solutions [...] We’re not advice givers.” (P15)
Experts cite several reasons for using facilitation as a strategy for overcoming barriers. First, several claimed

that prescriptiveness does not work, as P12 reflected “Friends that are like, give me a diet, or give me a workout
plan. They never follow it.” Experts also noted that advising without comprehensive understanding and making

assumptions could undermine credibility and trust. Facilitation empowers clients and fosters self-efficacy so

that clients can sustain healthy behaviors and learn to solve problems on their own. As P11 emphasized, their

facilitation goal with their clients was “building that capacity so they can, so they can have the resiliency and tools
needed to empower themselves.” Moreover, many coaches simply do not have time to adopt a prescriptive role: “I
want you to build those habits, [...] I don’t have the time or energy for it.” (P03).

Many experts mentioned conversational strategies such as open-ended questions, reflective statements, affirma-

tions, reframing, or advising with permission. Several experts independently cited motivational interviewing [73]

as a guiding framework. Surprisingly, health experts did not describe AI’s behavior with facilitative terms, such as

P15 suggesting that an AI could help “come up with some solutions.” LLMs’ conversational flexibility might allow

them to structure facilitative conversations; this behavior generally conflicts with LLMs’ instruction-following

and questioning-answering objectives. This aligns with prior work in mental health support, which has found

that LLM therapists prioritize providing solutions over asking questions [22].

Educators: Experts refrain from giving unsolicited advice and speak about applying their advanced knowledge to

help clients overcome barriers. As P08 noted, “my superpower is sifting through a lot of information and pulling
together the patterns.” This does not conflict with a facilitative approach; rather, information, education, and

solutions should all be carefully tailored to a client’s unique needs and situation: “What is motivating you right
now? [...] And then trying to find the common threads with things that [...] I know about and can help” (P03).
Open-ended questions, reflective listening, asking for permission, and other strategies assist coaches in ensuring

that they’ve gathered enough information to provide advice that is aligned with the client’s needs, abilities, and

resources: “The doctor said you need to be more physically active. So what I need you to do is go to a pool. [...] How
do I know that you have access to a pool?”(P19). Other kinds of education are targeted at reframing deep-seated

beliefs about what counts as activity and why it is beneficial.

The process of tailoring advice is not an objective acquisition of information, as most experts also described

engaging in interpretation: “It’s a mix of trying to provide what they necessarily want with what they need.” (P02)
Experts and non-experts describe lack of time as an exceedingly common barrier to physical activity. While

individuals differ greatly in their responsibilities and time commitments, experts noted that time barriers are
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also due to the perception of a lack of time. Coaches aiming to assist clients in overcoming a lack of time might

suggest both time-management strategies and help clients reframe their perceived time barriers.

LLMs have the potential to perform well—perhaps better than human experts—at providing personalized

physical activity information, given their broad, internet-scale knowledge and advanced question-answering

capabilities. Several participants appreciated this possibility, with P04 stating “I think that is one of the most
promising parts about generative AI, in my opinion, is being able to get the answer to somebody who doesn’t necessarily
know how to ask or how to look for it.”. However, participants were quick to acknowledge the limitations of LLMs’

knowledge. Many experts were concerned about the AI’s sources of information and potential for hallucination.

Others noted that AI might perform well for generic physical activity advice but could fail for highly specific

activities.

Supporters: All of our health experts acknowledged the crucial role of personal connection and support, with

participants sharing comments like “Just making everybody feel welcome. That’s it. No matter who you are, where
you’re from, what your financial, social background is.” (P05) Health behavior change is a profoundly personal and

emotional process. When asked to reflect on their barriers to physical activity, several of our participants shared

traumatic experiences and insecurities, and experts mentioned that their clients lack confidence or have anxieties.

The strongest differentiator between our most active and inactive participants revolved around identity- whether

being active was core to who they were. Highly active participants used language that affirmed this identity,

“It’s just in my DNA. It’s just what I love to do.”(P05), while many of the most challenging barriers were rooted in

identity conflict: “It’s pretty depressing some days, you know, it’s like I’m missing half of myself [...] I’m just a mom,
and then I think back on those days when I did skate and compete pretty regularly.” (P10).
Health coaching is fundamentally relational—a partnership between a coach and client working towards a

shared goal [80]. Coaches emphasized the importance of building rapport and trust with their clients as a way to

reduce anxiety and fear: “once I meet with the clients and we kind of develop a little bit of rapport, it kind of takes
a little bit of animosity from the weight room.” (P02) Many coaches highlight positive affirmations, such as “the
strategies that I always use for this population is a lot of encouragement, a lot of celebration.” (P01) These positive
gestures can not only make clients more comfortable but also encourage accountability and habit formation: “I
think accountability is really important, having somebody at your corner and feeling that support.” (P06) Each coach

supports dozens, if not hundreds, of clients, and there are limits to coaches’ capacities: “What I’ve had to learn is I
can’t help everybody, and not everybody can afford to see me, and I feel terrible about that.” (P08) Many experts

emphasized the importance of building community to encourage mutual support and reduce reliance on the

coach.

Participants had mixed opinions on whether an AI can or should establish such personal connections. Most

people liked the ability of an AI to hold them accountable with personalized and encouraging reminders. Many

also liked the ability for an AI to adapt its persona, e.g., “depending on the day, I will need a different person.
Sometimes I’m going to need that empathetic, but other times I’ll need the strict regimen.” (P13) However, many

hesitated to discuss highly personal, emotional topics with an AI, such as P10 disclosing “I guess that’s a little
too personal. [...] Are we here for exercise, or are we here for, like, mental counseling?” Some did not believe it was

possible to form such a connection with an AI: “I don’t think that my type of job, instructor wise, will ever be taken
[...] Even though it will have all the information, it’s not personal.” (P05), while others were readily open to the idea.

Interestingly, a health coach who had previously worked on a rule-based chatbot mentioned that “when you play
video games, you immerse yourself in a world [...] these are older adults that have never been exposed to anything
like this before, and I think they would develop a connection. (P11)”. Moreover, this chatbot had advantages over

human coaches: “they had this avatar that they can go see once a week, was always there, like, didn’t run late, you
know, didn’t judge them.” (P11)
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In line with prior literature, our findings suggest that people can and will form personal connections with a

chatbot (even if they deny it [88]) and that this can be leveraged to create accountability and motivation toward

physical activity behavior change with positive affirmations and encouragement. We expect that LLMs will offer

marked improvements over rule-based chatbots. While LLMs can project empathy [34], it is clear that LLMs

should not be designed to replace human connection, but rather to foster motivation and bolster existing

relationships with coaches and communities.

3.4.2 RQ2: The Role of Data & Technology as Guiders, not Drivers. Many of our participants used wearable

trackers and apps. In line with prior work in personal informatics [25, 26], participants cited many reasons for

using data, including monitoring daily fluctuations, long-term trends, progress towards goals, or in-the-moment

workout statistics. Participants appreciated wearable data as a more “objective” account of behavior, but were

particularly frustrated when their behavior was not captured, like P05 mentioning “If I forget to put my watch on,
my whole day is ruined. [...] the day just doesn’t exist anymore.” Most health experts acknowledged the utility of

self-tracking data. By analogy, one health educator asked us “How would driving a car be a different experience if
you had no gauges in front of you?” (P18) Experts characterized data as more helpful in maintaining accountability

and consistency for individuals already on the path to becoming active.

Despite this, several coaches did not analyze data with their clients except in high-performance athletic or

clinical contexts. Many coaches do not have time to analyze data, “I can’t scale that. I have, like, 20 clients.” (P03),
and also acknowledged their biases, “Despite me having sort of more understanding of fitness science or exercise
science broadly, I’m still falling into the same traps.” (P04) Incorporating data into health coaching also presents

additional challenges. Data showing a lack of progress can negatively impact motivation and data often lacks

important context: “I feel like a lot of people, especially in fitness, think very quantitatively for everything, which is
good to a certain extent, but, like, doesn’t give you the whole picture” (P01).
Participants were generally excited by the prospect of an AI coach analyzing data for them. Participants

had a dominant view of AI as an information-synthesis machine, such as P05 stating “With AI, it has so much
information within it. All you would have to do is tell them what your goals are, and it will obviously give you an
answer.” Participants wanted an AI coach to use their data to help them set goals and maintain accountability:

“I’m not accountable to anyone other than myself, [...] but, if you had a chatbot going hey, you only got 7000 steps
and now you’re sitting on your butt.” (P07) An AI coach could also help flexibly re-adjust goals over time to

changes in motivation, life circumstances, or injuries. Finally, many participants expressed privacy concerns

when integrating health data with a chatbot. Even when data is fully secured, experts noted that user perceptions

of privacy and prior expectations play a critical role: “it’s about what people think about what’s going to happen.
This is about people’s perceptions. [...] Family and cultural dynamics that come into play also trust can also play a
big role. (P19)

We perceive LLM’s use of data as a missed opportunity for supporting behavior change. Conversational LLMs

could enable personalized data analysis in ways tailored to the client, such as reflective sessions that examine

historical data, establish baselines for goal-setting, provide real-time support during or after workouts, or augment

missing/inaccurate data with additional context. To provide adequate data-driven support, an agent must integrate

data with extensive qualitative information about a user’s life and carefully present this information to foster

motivation and empowerment. It is unclear the extent to which LLMs can effectively tailor such advice, which

involves additional information acquisition and interpretation skills [95].

4 GPTCOACH: DESIGN & IMPLEMENTATION

Guided by our formative interviews, we designed GPTCoach, a chatbot system for motivating physical activity

behavior change. In this section, we discuss our design process and system architecture.
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4.1 Design Principles

Our formative interviews revealed the role of coaches as facilitators, educators, and supporters, as well as insights

into how LLMs might fill each of these roles. From these roles, we extracted three design principles for GPTCoach:

DP-1: Follow a facilitative, non-prescriptive approach. Health experts all described a facilitative approach

to coaching in which clients drive their own behavior change journey. The chatbot should similarly stay

“in the passenger seat,” empowering clients to make a change rather than prescribing what to do.

DP-2: Tailor information and advice using diverse sources of context. Any information and advice

provided by the chatbot should be tailored to a user’s unique personal and environmental factors. The

chatbot should integrate across these diverse sources of context.

DP-3: Adopt a supportive, non-judgmental tone. Health behavior change is a deeply personal journey

and many clients face anxieties and fears around exercise. The chatbot should adopt an uplifting, non-

judgemental tone to help clients feel comfortable and supported.

4.2 Design Process

LLMs have yet to be explored in chatbot systems for health behavior change and prior work on rule-based

systems offered insufficient guidance on how to design effective generative systems. LLMs present several design

challenges due to their unpredictable outputs and the fickle nature of prompting [109]. We designed GPTCoach

as a technology probe [48] to assess the viability of our approach and generate new ideas for design.

We reduced the complexity of our system along several dimensions to allow for a more focused exploration.

We focus on an onboarding conversation to an established health coaching program, allowing us to evaluate

GPTCoach’s adherence to our design principles in a single user study. This setup also allows researchers to

supervise interactions and intervene if needed, minimizing potential risks from unpredictable outputs. To avoid

complexity, we limited ourselves to prompting strategies without delving into fine-tuning or preference alignment,

which would necessitate a dataset of expert annotations. Lastly, we restricted our scope to sensor data from

iPhones and Apple Watches.

We engaged in several design activities in creating GPTCoach. We received training manuals for the health

coaching program [105, 106] from our collaborators in behavioral medicine, along with descriptive statistics from

their previous study on a rule-based chatbot. During initial experiments, we utilized data from an individual

recovering from a spinal fracture to develop prototype resembling the final architecture, but lacking a tool call

prompt chain (Section 4.3.2). This prototype was tested with 2 health experts and 4 non-experts in a pilot study.

Feedback from the participants highlighted a need for the model to more proactively query for data. In response

to pilot feedback, we adjusted nearly all of our prompts and added the tool call prompt chain.

4.3 System Architecture

The main components of our system’s final architecture include a data pipeline, which enables our chatbot to call

tools that fetch personal health data, and a prompting pipeline, which uses prompt chains [108] to encourage

adherence to the coaching program and appropriate use of wearable data. GPTCoach builds on the open-source

Spezi ecosystem [92] for creating iOS-based digital health apps and uses GPT-4 [4] via the OpenAI API for LLM

interactions.

The system consists of four main components: (1) a database containing raw health data and conversation

histories; (2) an iOS application that fetches 3 months of historical data using Apple’s HealthKit API and uploads

the data to our database; (3) a backend server (Python), which handles all LLM logic and tool call execution, and

(4) a frontend web interface (Typescript/React) displays the chat interface and interactive data visualizations.

Our system uses Google Cloud Firestore for our database and Google Cloud Run for hosting.
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Fig. 2. Overview of GPTCoach’s Prompt Chains. The first chain manages the dialogue state, the second chain grounds

the model’s response in MI strategies, and the third chain determines whether the response should be augmented with

health data.

4.3.1 Data Pipeline. GPTCoach includes several data sources, such as heart rate, step count, etc. All data sources

are listed in Appendix B. The Spezi framework provides infrastructure for gathering data usingHealthKit, encoding

it in the HL7 FHIR standard [41], and uploading it to Firebase. To provide our model access to information from

wearable sensor data, we expose two tools:

• describe(data_source, date, granularity): This function fetches all data within the given granularity

(‘day|week|month’) from the reference date and returns a natural language description containing aggregated

summary statistics and a data source description.

• visualize(data_source, date, granularity): This function returns the same output as describe, but
additionally sends a message to the frontend to display an interactive data visualization to the user (Figure 1B).

When the model initiates a tool call, the backend fetches the data from the database, generates the aggregated

summary statistics, and returns a summarized text description to the model.

4.3.2 Prompt Chains. In our initial experiments, we encountered several limitations to vanilla prompting

approaches.
2
The model struggled to adhere to the onboarding session’s structure, easily veered off-course,

had a strong tendency to give unsolicited advice, and frequently failed to initiate tool calls. We provide further

quantitative evidence of vanilla GPT-4’s bias towards unsolicited advice in Section 6.3.3. Towards addressing

these issues, we constructed three prompt chains [108] to elicit our desired behaviors: a dialogue state chain, a
motivational interviewing chain, and a tool call chain (see Figure 2). All prompts are included in Appendix B.

2
We define “vanilla prompting” as single-step output generation where a model 𝑓 samples a response y ∼ 𝑓 ( · |x) conditioned on a prompt x.
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Dialogue State Chain. The onboarding session consists of a series of topics that the coach discusses with the

client. Coaches first introduce themselves and discuss the purpose of the coaching program, past experiences

with physical activity, barriers to physical activity, health or injury concerns, and sources of motivation. The

coach then initiates a discussion around goal setting, concluding with advice (with permission, and if appropriate)

for helping the client reach their goal. The goal-setting state involves collaboratively setting a specific goal based

on the FITT (Frequency, Intensity, Time, and Type) framework. However, the agent needs to maintain flexibility

throughout the conversation. For instance, if a client mentions an injury early in the conversation, the agent

should either refer to this concern when asking about health or injury concerns or skip this question. If a client

asks a question that veers the discussion off-topic, the coach should gently redirect the conversation back on

topic. The agent should politely follow up if a client insufficiently answers a question.

We partitioned the session into a linear sequence of dialogue states, each containing a prompt. Each prompt

consists of a clearly defined high-level task (e.g., “Your current task is to help your client set a physical activity
goal.” ) along with several specific subtasks (e.g., “First, help them set a short term goal, if they have not already
identified one themselves.” ) and state-specific advice (e.g., “Connecting their short term goal to larger motivations
can help them stay motivated.” ). Upon receiving a user message, an external LLM agent classifies whether “the
agent has successfully completed the following task,” advancing the dialogue state to the next prompt if yes.

Motivational Interviewing Chain. While our dialogue state chain manages what the model should talk about,

it offers little guidance on how it should say it. We selected 11 motivational strategies from the Motivational

Interviewing Skills Code (MISC) [76], filtering out codes corresponding to undesired counselor behavior, merging

some codes to reduce overlap, and adapting the examples to physical activity. The 11 codes are listed in Table 2.

We use another prompt chain, inspired by [46, 94], to ground the model’s behavior in motivational interviewing

strategies. We have one agent select an MI strategy conditioned on the current dialogue state and history, and

another agent generates a response according to this strategy.

Tool Use Chain. If the response generation step does not call a tool, we prompt an additional classification agent

to “determine whether the agent’s response should be augmented with the user’s health data.” If yes, we force the
model to produce an output that calls the visualize function.

5 EVALUATION STUDY

We evaluate GPTCoach as a technology probe in a user study with 𝑁 = 16 participants. Our study was approved

by our university’s institutional review board. As Klasnja et al. [56] have argued, assessing behavior change in a

traditional sense (e.g., via a longitudinal RCT) is often an inappropriate metric for early-stage technologies in

HCI research. Instead, as is common in HCI research on systems targeting health behavior change, we focus our

evaluation on participants’ experiences and GPTCoach’s adherence to our design principles.

5.1 Participants

We recruited 𝑁 = 16 participants from the general population using a variety of sources, including university

mailing lists, social media advertisements, former researcher participants, and personal connections. Participant

demographics are listed in Table 3. Participants were required to own an iPhone (as our system relies on Apple

HealthKit) and 9 owned an Apple Watch. Participants were selected for a balanced sample across age, exercise

stage of stage [69], and levels of physical activity assessed via the International Physical Activity Questionnaire

(IPAQ) [32].
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Strategy Description Example

Advise with Permission Give advice, make a suggestion, or offer a so-

lution or possible action, after gaining permis-

sion.

"Would it be all right if I suggested some-

thing?"

Affirm Say something positive or complimentary to

the client.

"You’re a very resourceful person."

Facilitate Simple utterances that function as “keep go-

ing” acknowledgments.

"Mm Hmm. Tell me more."

Filler Responses not categorizable elsewhere, such

as pleasantries.

"Good Morning, John."

Giving Information Give information to the client, explain some-

thing, educate or provide feedback or disclose

personal information.

"Your heart rate was higher during today’s

workout."

Question Ask a question in order to gather information,

understand, or elicit the client’s story.

"How do you feel about that?"

Raise Concern Point out a possible problem with a client’s

goal, plan, or intention.

"I’m worried about your plan to decrease

workout days."

Reflect A reflective listening statement made by the

counselor in response to a client statement.

"You’re looking for a more relaxed environ-

ment."

Reframe Suggest a different meaning for an experience

expressed by the client, placing it in a new

light.

Client: “My husband is always nagging me

about going to the gym.” Counselor: “It sounds

like he’s concerned about your health.”

Support Generally sympathetic, compassionate, or un-

derstanding comments.

"That must have been difficult."

Structure Give information about what’s going to hap-

pen directly to the client throughout the

course of treatment or within a study format,

in this or subsequent sessions.

"What we normally do is start by asking about

your physical activity."

Table 2. Motivational interviewing strategies used by GPTCoach in the motivational interviewing prompt chain.
The strategies were adapted from the Motivational Interviewing Skills Code (MISC) [76]. The model first picks which of the

11 strategies above to use and then generates a response conditioned on the chosen strategy.

Age Mean: 38.19, Median: 32.5, SD: 14.82, Min: 21, Max: 71

Gender Female: 10, Male: 6

Race/Ethnicity White: 10, Hispanic or Latino: 2, Southeast Asian: 2, African-American or Black: 1, East Asian:

1, Middle Eastern: 1, South Asian: 1

Stage of Change Precontemplation: 1, Contemplation: 8, Action: 4, Maintenance: 1

Level of Activity (IPAQ) Low: 5, Moderate: 7, High: 4

Table 3. Summary of participant demographics in the technology probe evalution study (𝑁 = 16)
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5.2 Protocol

Participants interacted with GPTCoach in a one-hour study session. Prior to the session, participants uploaded

three months of historical data from HealthKit using our iOS application (Appendix B.1). All participants were

informed that a chatbot would have access to their health data in our study’s consent form and again at the

beginning of the session.

At the beginning study of the session, participants were informed that they would be interacting with a chatbot

acting as a health coach and that this conversation would mirror an onboarding conversation to an established

health coaching program. They were told to interact with the system as they usually would while thinking aloud

and were given no further instructions. The end of the session was dedicated to open-ended questions by the

researcher and a post-study survey.

5.3 Analysis

Our analysis uses several methods, including survey measures, qualitative coding using thematic analysis, and

computational analysis of model states and transcripts.

5.3.1 Survey Measures. We asked participants several 5-scale Likert questions about their experience interacting

with GPTCoach and the quality of its advice. In addition, we measured usability using a subset of the Subjective

Assessment of Speech Interfaces [44]. We use the same subset as Mitchell et al. [74] with two additional questions

from the habitability and speed factors. All questions are provided in Appendix C.1.

5.3.2 Qualitative Coding. To better understand participants’ experiences with GPTCoach and GPTCoach’s

adherence to our design principles, we qualitatively coded interview transcripts using thematic analysis [19],

using a similar process to the formative studies (Section 3.3).

5.3.3 Computational Analysis. We use the transcripts from our study to perform the following computational

analyses to analyze GPTCoach’s behavior. Full details are provided in Appendix C.2 & C.3.

Internal Dialogue States, MI Strategies, & Tool Calls. Our analysis first examines the overall frequency and temporal

progression of GPTCoach’s internal dialogue states and MI strategies (as used in the prompt chains), along with

an analysis of tool calls.

External MI Strategies. While each agent response is conditioned on a single MI strategy, agent responses

frequently make use of several strategies within a single response. For example, this response was generated

conditioned onQuestion, but the agent begins the response with Support: “Starting and maintaining motivation
for physical activity can indeed be challenging, and you’re not alone in feeling this way. Now, have you ever had
any health problems or injuries that have interfered with your ability to exercise?” To better assess GPTCoach’s

adherence to MI principles, we draw from Chiu et al.’s [22] method for evaluating LLM psychotherapists and use

an external GPT-4 evaluator to code the chatbot’s utterances. We use a more granular set of 19 MI strategies from

MISC [76], each of which corresponds to MI-consistent, MI-inconsistent, or neutral strategies.

Counterfactual Analysis. We perform a counterfactual analysis to compare our model’s behavior with GPT-4

with vanilla prompting. We focused on the initial 5 turns of each participant’s conversation, covering program

introduction, participants sharing their name and age, and ending with the agent asking for questions or concerns.

For each of the 16 participants, we simulated 10 responses representing different barriers to physical activity

based on coaching materials from collaborators. For each of the 160 simulated histories, we generate outputs

using GPTCoach and GPT-4 using only the system prompt. Subsequently, we evaluated all responses for MI

adherence using the external MI coding scheme describe above.
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Fig. 3. Participant Responses to Survey Items on User Experience & Quality of Advice. Participants had an

overwhelming positive, comfortable, and supportive experience interacting with GPTCoach. The advice they received was

personalized, actionable, and not unsolicited. Full questions are provided in Appendix C.1.1

6 RESULTS

In this section, we report on the result of our survey measures, qualitative analysis, and computational analysis

of conversation transcripts.

6.1 Survey Measures

User Experience & Quality of Advice. Figure 3 illustrates that participants had an overwhelmingly positive

experience with GPTCoach. On average, they felt supported (4.75/5; average response from 1: Strongly disagree to
5: Strongly agree), comfortable sharing concerns (4.81/5), capable of overcoming challenge (4.38/5), and motivated

to change (4/5). The advice provided was personalized (4.56/5), actionable (4.31/5), not unsolicited (1.81/5), and

(to a lesser extent) not generic (2.5/5) The chatbot was empathetic (4.5/5), helped them reflect on motivation

(4.33/5), and helped make their own ideas more specific (4.13/5). To a lesser extent, the chatbot used data in a

relevant way (3.88/5), helped identify obstacles (3.8/5), and provided new insights (3.92/5).

Usability. Among the subset of 12 questions selected from SASSI [44] (see Appendix C.1.2), our usability evalua-

tions yielded an aggregated score of 49.43/60 (82.39%). Scores by factor (with reverse scoring; higher is better),

were 7.67/10 for Response Accuracy (whether the system is accurate and does what the user expects), 14.06/15

for Likeability (whether the system is useful, the system is friendly, and it is clear how to send messages),
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9.13/10 for Cognitive Demand (whether they felt confident or tense using the system), 7.56/10 for Annoyance

(whether the interaction was repetitive or boring), 7.31/10 for Habitability (whether they always knew what

to say to the system and knew what the system was doing), and 3.69/5 for Speed (whether the interaction was

fast). This indicates that the system is likable and makes participants feel confident, although there is room for

improvement in communicating system capabilities and response times.

6.2 Qualitative Coding

6.2.1 DP-1: Facilitation & Non-Prescriptiveness. We found that participants readily recognized facilitative and

non-prescriptive qualities in their interaction with the system. When describing their overall experience with the

chatbot, P10 said “it sort of met me where I was at. [...] It first asked about sort of some contextual things before
prescribing anything,” while P05 shared “I like how the system says, can you share? You know, it’s not commanding.”
Many of the participants recognized that a non-prescriptive approach ensures that advice is appropriate, such

as P11: “if you don’t know what I do for work, or if you don’t know what my daily schedule looks like and what
things make me happy and what things I want to avoid, then it’s like, you can’t actually curate a good plan for me.”
Many of the same participants appreciated having intentional time to reflect, such as P05 sharing that “It made
me really think about exercise and how positive it can be [...] When it brought up, who do you do this for? You know,
what motivates you? It really, like, touched my heart a little bit.”,

However, many participants were not accustomed to a computer adopting a facilitative role. P04 shared “You
can tell it’s powered by a lot of positive recommendations and positive language and inclusive language. I think it is
probably the most questions that I have ever been asked by a chatbot.” On the other hand, P02 felt like the chatbot

was asking too many questions: “Kind of it seems a little rapid fire, maybe just a lot of stuff. Yeah, so it’s a little
overwhelming.” This was likely impacted by GPT-4’s tendency towards verbosity, where it would sometimes

ask multiple questions in one message. Several participants simultaneously expressed that they appreciated the

facilitative tone and also wanted more prescriptive advice. P01 addressed this tension directly, sharing that “when
I face obstacles, and this is going to be the hard part, because here I am asking for someone to be like, ‘Hey, you didn’t
do this,’ like a taskmaster, but then, you know, in the moment, you’re already feeling like, oh, I didn’t do enough, [...]
in that case, you would want this kindness.”

6.2.2 DP-2: Tailoring Advice and Integrating Context. Participants overwhelmingly expressed that the system

accurately understood their preferences, constraints, and concerns. For example, P07 shared that “I really liked
that it was accurate, that it was like my personal thing and not just abstract pictures before and after from the Internet
of people who are not related.” Participants built a mental model of the system’s capabilities over time, learning

that the system could take their context into account through explicit acknowledgments, such as P12 sharing

“There was acknowledgment, [...] with my shoulder, acknowledging previous injury.” These acknowledgments were

particularly important as part of building trust in the system. For instance, P03 remarked early on that “usually
systems don’t take [back pain] into account. so, like, I already don’t have trust.” P07 initially was not sure if the

chatbot would be able to understand their lack of motivation, noting that “it’s asking from the ideal world where
robots don’t have laziness, they have answers right away and they always ready to work.”

In comparing our system to existing tools, participants highlighted its ability to capture additional, important

context beyond sensor data. For instance, P10 shared that “I like it just because I think of like, exercise and physical
activity is not really like much of like a numbers game. [...] There’s a lot more factors,” while P12 noted that “it was
the kind of the personal touches [...] Different things that were not part of the Apple Fitness questions.” In reflecting

on prior experiences with self-tracking, P04 shared that “I’ve tried to use, like, MyFitnessPal from a food tracking
standpoint. [...] While I can use the data, sometimes the emotional side of my brain gets more over than the logical
side. So I would say, in comparison, I think this was easy.”
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However, several participants expressed a desire for more specific advice at the end of the conversation,

particularly after having shared so much information about themselves. For example, P12 shared that they wanted

“maybe more detail, you know, kind of digging into some of my exercise data and maybe some of my feelings on
how things are going.” Our chatbot would not always probe further for specific days and times, or which specific

routines to do in each session. Several participants explicitly prompted the chatbot to be more specific, and many

were satisfied with the resulting output but wanted the chatbot to have been more proactive. Crucially, none of

the participants who wanted more specific advice expressed receiving any advice that was not useful or accurate.

Other participants, particularly those older and/or less physically active, were quite satisfied with the higher-level

advice, such as P04, “When I see it written out like this, there’s no reason I shouldn’t do it.”
Participants generally appreciated and were often impressed by the system’s use of data. In its best moments,

the system could fetch data at appropriate times and weave it into the conversation in ways that empowered the

client. For example, in response to a participant sharing that they’ve been “feeling down/depressed if I don’t exercise,”
the system responded with “Thank you for sharing that, [name]. It takes courage to discuss these frustrations,
and I appreciate your openness. From your previous data, it seems you’ve been engaging in quite a diverse and
healthy mix of activities in the past month. Look, you’ve managed a total of 35 workouts with varying duration!
That’s a wonderful achievement.” Showing interactive visualizations were also prompts for reflection, such as P12

remarking “Apparently on the weekends, I don’t do much. I sit on the couch and watch TV,” or P14 appreciated the

ability to ask questions about data, sharing that “I cannot ask any questions about the data that Apple Watch is,
like, collecting, but I can ask questions from the chatbot.”

However, in other moments, the system’s use of data was more variable. Sometimes, the system would display

a chart without acknowledging it in a follow-up messsage, leading to confusion. Other times, data discrepancies

could sidetrack the conversation and break trust in the system, further complicated by the fact that the system

tended to treat data as fact without asking the participant to confirm its accuracy or relevance. Interestingly, P08

told the chatbot that they did not use their phone to track steps, after which the system ignored their step count

data. Moreover, several participants expected more of the system’s data analysis capabilities than was currently

supported by our tool calls. These expectations may have been shaped by general impressions of computers’

advantages over humans in data analysis, e.g., “the real person, like therapist, they don’t have time to read my data
[...] it’s a program that can read all of this like multiple data and the real person can’t.” (P07) Some participants

wanted more granular analysis of existing data, while others wanted additional data sources from other wearables

not supported by our system.

6.2.3 DP-3: Supportive & Non-Judgmental Tone. Our strongest findings came from participants’ impressions of

the system’s positive, supportive, and empowering tone. Participants felt comfortable, supported, and safe when

speaking with the chatbot: “I think the way the system answered it didn’t make me feel like I was being judged.”
(P02); “I think I’ve noticed that I’ve feel some sort of, like, psychological safety with chatting with the chat bot.” (P03).
Many compared the experience to interacting with a human coach, such as P06 noting that “I had a really positive
experience. [...] it felt like I was, like, chatting with a human, honestly, or like a coach.” (P06) Some participants

shared that they preferred this interaction to prior interactions with humans. P07 told us that they felt more safe,

noting that “and here it’s like, no gender, no body shape, nothing.[...] Yeah, comfortable, less judgmental. With the
real person, you’re always comparing.” P05 shared that “I had a doctor who was, now, I was probably only, like, 20
pounds overweight at the time, and she told me I was morbidly obese, and she told me I needed to exercise. Like, I
mean, it was, like, a ridiculous amount. [...] and I stopped going to her because I just felt so threatened.” Later, P05
shared that our system “doesn’t feel threatening at all.” For some, the positive tone was too much, such as P10

telling us “It is really good to be affirmed. But we’ve been affirmed quite a few times.” For others, the conversation
felt decidedly neutral, such as “It did not emit any emotion out of me either way. [...] I was just having a conversation
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with a computer program as far as I can tell.” Most importantly, none of the participants reported a negative or

judgmental experience interacting with the chatbot.

6.3 Computational Analysis
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Fig. 4. Progression of GPTCoach’s Dialogue States. We find that GPTCoach adaptively allocates more conversational

turns for gathering information about past experiences, barriers, motivation. GPTCoach allocates the most turns for the

goal-setting state. Tools calls are appropriately called during past experience, goal setting, and advice.

6.3.1 Dialogue States: How does GPTCoach structure conversations? As shown in Figure 4, we find that dialogue

states follow a similar progression across all participants, with individual variation in the number of turns

allocated to each state. The chatbot spends no more than 1-2 turns during onboarding or describing the program,

but adaptively allocates more turns when gathering information about past experiences, barriers, or motivation.

Overall, we notice that 28.5% of all messages were spent in goal setting, with an average of 5.6 agent responses

during this state. This was followed by 15.4% of the total conversations in the advice state (an average of 3.5

messages) and 14.8% of the conversations in the past experiences state (an average of 3.4 agent responses). The

messages between past experiences and motivation states account for a total of 35.4% of the total conversations.

This behavior is more aligned with high-quality counselor behavior [86], while low-quality counselors focus on

problem-solving before collecting sufficient context from the client [22, 29].

We also see that the chatbot almost exclusively performs tool calls between past experience and advice dialogue

states. Of the 59 total tool calls across all users, 35.6% of the tool calls were in the goal setting state, 30.5% in the

advice state, and 13.6% in the past experience state. This indicates that tool calls are mostly called at appropriate

conversation states: collecting information about users’ past experiences, grounding goal setting in concrete

historical baselines, or giving tailored advice.

6.3.2 Response Length: How long are GPTCoach’s responses? We analyze the chatbot’s utterance length and

compare them to the user’s utterance length. As seen in Figure 5, agent responses are 2-3 times the length of user

responses, which increases as the conversation advances. Despite including prompts to keep the responses brief,

the chatbot struggled to limit its verbosity, indicative of low-quality therapist behavior [86].
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Fig. 5. Comparing the length of GPTCoach and user responses. We find that GPTCoach’s responses are 2-3+ times as

long as the user’s responses. While GPTCoach is able to adhere to the dialogue structure and MI strategies, long responses

are more indicative of low quality therapist behavior [86], pointing to areas of improvement.
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Fig. 6. Progression of GPTCoach’s Internal MI Strategies. We find that most of the conversation is spent asking

Questions and that Question, Reflect, and Affirm precede Advise with Permission and Giving Information. Questions

and reflections preceding advice is more aligned with high-quality counselor behavior [86].

6.3.3 MI Strategies: How well does the chatbot adhere to motivational interviewing? We first look at the distribution

of internal strategies that the chatbot uses to ground its responses. As shown in Figure 6, most of GPTCoach’s

responses are Questions, covering 65.7% of the entire conversation across all participants. This was followed by

12.1% of chatbot responses grounded in Giving Information and 5.2% in Affirm. Questions and reflections

preceding advice are more aligned with high-quality counselor behavior [86].
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Fig. 7. Distribution of GPTCoach’s External MI Strategies by Turn Index. We find that GPTCoach most frequently

engages in Affirm, Open Question, and Giving Information, which is aligned with MI principles. However, GPTCoach still

engages in Advise without Permission, which is not aligned with MI principles. External strategy defintions are provided in

Appendix Table 11.
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Fig. 8. GPTCoach’s MI Consistency by Turn Index. This figure aggregates external MI codes from Fig. 7 into MI-

consistent, MI-inconsistent, and neutral codes based on MISC [76]. We find that only 15.9% of GPTCoach’s total codes are

inconsistent with MI principles.

We next examine the external MI strategies present in the GPTCoach’s utterances. On average, each agent

response contained 4.5 different external strategies. As shown in Figure 7, the most frequent strategies are Affirm
(18.8% of all MI codes) and Open Question (18.0%). However, despite our effort to discourage unsolicited advice,

we also encounter undesirable strategies like Advise Without Permission across 12.9% of all codes. Aggregating
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(b) Comparing the frequency of MI strategies by re-
sponse in our counterfactual analysis. These three strate-
gies showed the largest differences in frequency across the

two agents. Percentages represent the proportion messages

that contain a given MI strategy across all of a given agent’s

counterfactual responses. We find that vanilla GPT gives

advice without permission in all of its responses, while GPT-

Coach gives less advice and asks open questions in all of its

responses.

Fig. 9. Counterfactual comparison between GPTCoach and vanilla GPT-4. The vanilla GPT condition includes the

same system prompt, but with all prompt chains ablated. Illustrative examples are provided in Appendix C.3.1.

these strategies into MI consistent strategies (Advise With Permission, Affirm, Emphasize Control, Open

Question, Simple Reflection, Complex Reflection, Reframe, Support), inconsistent strategies (Advise

Without Permission, Confront, Direct, Raise Concern without Permission, Warn), and neutral strategies

(all others) based on MISC [76], we see in Figure 8 that only 15.9% of total codes corresponding to our chatbot’s

responses are inconsistent with MI principles.

Finally, we report on our counterfactual analysis comparing GPTCoach to GPT-4 using only the system prompt,

with all prompt chains ablated. As shown in Figure 9a, 62.6% of GPTCoach’s codes are MI-consistent, compared

to 55.0% vanilla GPT-4’s codes. Meanwhile, 14.5% of GPTCoach’s codes are MI-inconsistent, compared to 22.9%

of vanilla GPT-4’s codes. We found that the top three codes driving this difference in MI-consistency are Advise

with Permission, Advise without Permission, and Open Question, matching our intuitions. In Figure 9b, we

plot the percentage of messages that contain each of these codes. We find that GPT-4 contains Advise without

Permission in every response, compared to 52.5% of GPTCoach’s responses. Meanwhile, GPTCoach contains

Open Question in every response, compared to 39.4% of vanilla GPT-4’s. Lastly, we also find that vanilla GPT-4

contains Advise with Permission in 37.5% of its replies, compared to 13.1% of GPTCoach’s replies.
3
While both

3
Note that the same response can contain advice both with and without permission when the agent gives advice on two different topics, e.g.,

“Try incorporating workouts into your daily activities like brisk walking during lunch breaks, taking the stairs when you can or doing some body
weight exercises at home.[...] If you feel you’re struggling to manage stress or time due to these commitments, however, I recommend seeking
advice from a professional counselor or psychologist who can help address these concerns better. Would that be helpful?”
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models are biased towards advice without permission, GPTCoach is far more inclined to ask open questions

rather than jumping to unsolicited advice.

7 DISCUSSION

We now share implications for the design of future health behavior change applications, implications for LLM

training and evaluation, as well as limitations of our current study.

7.1 Implications for Future Health Behavior Change Applications

Through our formative interviews and technology probe, we encountered promising evidence that LLMs can

leverage multimodal understanding for behavior change support: integrating quantitative sensor data with

people’s broader life circumstances, preferences, and constraints. LLMs’ conversational flexibility allowed the

agent to acquire this information through conversations that were non-judgmental and supportive in nature,

much like human coaches. These affordances offer the potential to facilitate a range of interactions for behavior

change applications.

A limitation of our study is that we did not examine longitudinal use of the system and a natural extension of

the current study would provide users continuous access to GPTCoach. Participants suggested several features

beyond the capabilities of our probe, such as personalized reminders, scheduling support, offer guidance during

life changes or injuries, and real-time assistance during or immediately following an activity. Participants also

wanted different personas, e.g., a regimented ‘trainer’ in moments when they needed an extra push, and an

empathetic ‘counselor’ in moments when they were feeling down or unmotivated. Participants hadmixed opinions

on whether users should choose the personas or have the agent adapt, raising interesting open questions for

design. Participants also requested different input and output modalities, such as voice or GUI.

LLM agents could also provide significant utility for behavior change applications beyond purely conversational

interaction. While the current study demonstrates that conversation is an effective medium for acquiring broad

qualitative context, this context could subsequently be leveraged by a “controller” LLM agent to support a

range of interactions. For instance, a mixed-initiative [45] system might couple a chat interaction with ambient

displays [31, 59, 78], adjusting the display in response to both quantitative sensor data and qualitative information

acquired through conversation. Coupling LLMs with adaptive experimentation [79] might enable an LLM to

tailor the parameters of self-experimentation [35], suggesting appropriate metrics, interventions, or constraints

to an algorithm.

7.2 Implications for LLM Training & Evaluation

We encountered several challenges with current models that limited our chatbot’s efficacy, such as difficulties

adhering to the coaching program, effectively employing motivational interviewing strategies, and calling tools at

the appropriate times. Even in our final system, the model struggled to utilize data in proactive ways and we still

encountered occasional instances of problem-solving and unsolicited advice. As prior work has argued [22, 94],

these behaviors are likely an artifact of instruction-tuning and RLHF [85], which biases the model’s behavior

towards single-turn question answering. While this behavior is sensible for “helpful and harmless” [10] assistants,

it runs contrary to foundational principles of frameworks like motivational interviewing [73]—conversations

that empower clients to change are not served by problem-solving and advice-giving [73].

We suspect that steerability towards facilitative behaviors, as well as effective integration of context, will

improve with scale, particularly in light of a growing interest in multi-turn, information-seeking objectives [7, 110].

With advancements in multimodal learning, future foundation models for sensor data [2] might jointly encode

sensor data and text, enabling true multimodal understanding without representing sensor data as text. However,

as argued by Ma et al. [66] in the domain of LGBTQ+ mental health support, it may be more effective to
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develop task-specific models for handling sensitive subjects rather than repurposing general foundation models.

This necessitates large-scale training and evaluation datasets for health behavior change, which are time- and

labor-intensive to assemble, but coan enable rigorous evaluations for safe, evidence-based models.

7.3 Risks and Limitations

While LLMs present several promising opportunities for health behavior change applications, these new capabili-

ties also introduce new risks that must be addressed for the technology to realize its potential for benefit. Below,

we discuss several of these risks along with the limitations of our current study.

7.3.1 Privacy. The collection and use of personal health data raises significant privacy implications. Regarding

technical security measures, we used HIPAA-compliant storage with Google Firebase, encryption using HTTPS,

and privacy access controls in our iOS app (Appendix B.1). Our system leveraged the OpenAI API, which does

not use API data for training and does not retain data after 30 days.
4
Although participants consented to sharing

their health data, a preferable alternative would be to use self-hosted or on-device LLMs. Current models were

not performant enough for our study, but their performance may improve with growing interest in small models

and on-device inference [3, 5, 39].

We take a human-centric stance towards privacy, arguing that technical data security measures are necessary

but insufficient to ensure privacy. For example, a user may consent to collect body temperature but be unaware

this data can be used to expose pregnancy status. While our system did provide access controls, it provided little

support for understanding the benefits and risks of sharing various data sources. In future work, an LLM agent

might offer the potential to educate users about privacy decisions. On the other hand, the use of a conversational

agent may unintentionally influence users to disclose more information than intended.

7.3.2 Bias & Equity. LLMs have documented biases that can negatively impact marginalized groups [17, 58, 103],

such as by perpetuating harmful stereotypes, performing poorly on certain subgroups, or withholding empathy in

response to identity disclosures [34]. Our technology probe study included older adults, individuals from minority

groups, non-native English speakers, individuals with chronic health conditions, and neurodivergent individuals,

many of whom shared aspects of their identities or health conditions with our chatbot. We did not encounter

any instances of bias that negatively impacted participants’ interaction, though our sample was small and our

study was limited in that we did not systematically investigate bias. We believe such a systematic investigation is

necessary before a field deployment in which participants interact with a system without researcher oversight.

7.3.3 Hallucination & Factual Accuracy. Even the most performant language models are known to confidently

“hallucinate” false information [70, 103]. This is of utmost concern when offering health-related advice. Our model

was based on an evidence-based coaching program that did include guidelines for giving advice to common

barriers, it did not have access to external knowledge bases via retrieval [60, 97]. We encountered two instances

of the model justifying its responses with reputable sources (the CDC and ACSM) that were not included in its

prompts. While both instances happened to contain factually accurate information that matched the source, we

find this behavior concerning: not only can guidelines change, but it points to a risk of hallucinating reputable

sources for factually inaccurate information. As with bias, we believe that systematic investigations for factual

accuracy are necessary to ensure safe, evidence-based advice.

8 CONCLUSION

In conclusion, our study highlights the potential for LLMs in motivating health behavior change, bridging a gap

between personal informatics and conversational agents. While GPTCoach demonstrated promising capabilities

in adhering to a facilitative, non-judgmental tone, the variability in its ability to integrate sensor data with

4
https://openai.com/enterprise-privacy

https://openai.com/enterprise-privacy
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personal context points to areas for future work. Beyond conversational interaction, our findings suggest that

LLMs could contribute to a broad set of behavior change applications.
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A FORMATIVE STUDY DETAILS

We conducted a one-hour semi-structured interview with each participant. For health experts, we first asked a

series of questions guided by the following structure:

• What does a typical day look like for you?

• Why do you do the work that you do?

• How did you approach your relationship with clients?

• What types of clients did you typically work with?

• What are some of the common challenges that your clients face?

• How do you help people overcome those barriers? Do you have any common strategies or techniques?

• How do you adapt your strategies to cater to different people’s needs and circumstances?

• Are there any strategies you tried in the past but no longer use?

• Do you use any technology to assist you during your own exercise?

• Do your clients use any digital technologies?

• How do you think technology changes your relationship with clients?

• How do you feel about the growing role of technology within the health/wellness space?

For non-experts, we used the following set of questions to guide our interview:

• How would you define the term “physical activity”? What about “exercise”? What about “fitness”?

• What kinds of activities do you do for exercise? (if applicable)

• How many days per week do you exercise in a typical week? (if applicable)

• Where do you exercise? (if applicable)

• Do you try to get people to be active with you? (if applicable)

• Have your levels of physical activity changed over time?

• If possible, can you tell us about a time in your life when you were particularly active?

• If possible, can you tell us about a time in your life when you were particularly inactive?

• What helps you stay motivated?

• What are some challenges you face in being active? Have you tried anything to overcome these challenge?

• Are you currently interested in getting more physical activity? If so, do you have any goals?

• Do you use any technology to assist you during your exercise? Why?

• Were there any technologies you tried before, but no longer use? Why?

In the last portion of our interview, both groups of participants were asked to “Imagine that you have access to an
artificial intelligence chatbot that can help you improve your physical activity. The chatbot has access to information
from a fitness tracker (such as an Apple Watch or Fitbit) as well as suggestions and strategies for improving your
exercise. We’re going to be asking you questions about a number of different features this hypothetical technology
might offer.” We then asked participants to consider each of the following features, one at a time:

• Imagine that this chatbot is able to help you set effective goals

• Imagine that this chatbot is able to help keep you accountable towards those goals.

• Imagine that this chatbot is able to help you formulate a training plan for an upcoming event (e.g., a competition,

or a wedding).

• Imagine that this chatbot is able to help you adjust your exercise routine in response to an injury.

• Imagine that this chatbot is able to help you visualize data from your fitness tracker and provide you with

personalized insights.

• Imagine that this chatbot can adopt different personas, such as an empathetic wellbeing counselor or a

regimented personal trainer.
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• Imagine that this chatbot has access to your personal journal and offers insights into your mental wellbeing,

personal relationships, and barriers to getting physical activity.

For each potential feature, we asked participants which aspects they liked, disliked, or had concerns about.

The research team synthesized these features through several research activities. First, we reviewed relevant

literature on human health coaching and coaching manuals provided to us by our collaborators. We then

individually prepared short storyboards grounded in health coaching literature and our own explorations using

GPT-4 to interpret our personal data. We presented our storyboards to an external group of researchers and used

this feedback to synthesize a set of core interactions. These interactions were presented to our collaborators and

in our research group for additional feedback.
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B GPTCOACH: IMPLEMENTATION DETAILS

(a) HealthKit permissions screen (b) All data sources available in our system

Fig. 10. HealthKit permissions screen and data sources from our iOS application

B.1 iOS Application

To fetch users’ historical data from the Apple HealthKit API and upload it to our Firestore database, we developed

an iOS application using the Spezi open source framework [92]. Prior to installing our application, participants

signed a consent form that informed them that they would be uploading 3 months of their health data and that

they would be interacting with a chatbot system that has access to this data. Selected participants were also

reminded of this in email communications prior to scheduling a study session. Participants were also informed

that they could deny access to whichever data source they did not feel comfortable sharing.

As part of the app’s onboarding, users are shown a permissions screen (Figure 10a) which requests access to

their HealthKit data. Upon granting permissions to read HealthKit data, participants were shown the default iOS
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HealthKit permissions screen, which contains granular toggles for individual data sources (Figure 10b). Users

who did not own an Apple Watch were able to share active energy, basal energy, flights climbed, step count, and

walking + running distance. Participants who had other fitness trackers that sync with HealthKit (e.g., Oura or

WHOOP) were also able to upload their data through our application.

B.2 Prompt Chains

As LLMs are known to have poor performance when following instructions with long contexts and that instruction

following is highest when relevant information is either at the beginning or end of the context [64], we append

important instructions to the agent as an assistant message. The general structure of our prompts thus includes a

1) system prompt, 2) dialogue history, and 3) an agent prompt (which re-emphasizes the important instructions

relevant to the current prompt chain).

B.2.1 Dialogue State Chain. Upon receiving a new user message, the dialogue state chain first classifies whether

or not to advance to the next dialogue state. This dialogue state classifier uses the following prompt structure:

Role Prompt

System: System Instructions (Fig. 11)

— Dialogue History —

Agent Prompt: State Classifier Agent Instructions (Fig. 12)

Table 4. Prompt structure for dialogue state classification

B.2.2 Dialogue State Management. The conversation between the agent and a user goes through several dialogue

states, which are represented as a linear sequence. Each dialogue state contains a prompt that describes the task

for the model at that stage. We sequentially list the prompts used to describe the tasks for each of the dialogue

states in Figure 13. We generated the prompts for these dialogue states based on our need-finding interviews

with the health coaches as well as from a validated health coaching program [105, 106].

B.2.3 Motivational Interviewing Chain. After deciding on the dialogue state, from the dialogue state chain, the

motivational interviewing chain decides how to ground the model’s responses to the 11 Motivational Interviewing.

This motivational interviewing chain uses the following prompt structure:

Role Prompt

System:

System Instructions (Fig. 14) + Dialogue State Prompt (Fig. 13) +

Predict Strategy Instructions (Fig. 15) + MI Interviewing Strategies (Fig.16)

— Dialogue History —

Agent Prompt: Strategy Prediction Agent Instructions (Fig. 17)

Table 5. Prompt structure for motivational interviewing strategy prediction.
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B.2.4 Response Generation. After the strategy prediction, our prompt chain then uses this strategy to predict

the response from the LLM. This response generation step uses the following prompt structure:

Role Prompt

System:

System Instructions (Fig. 14) + Dialogue State Prompt (Fig. 13) +

Generate Response Instructions (Fig. 18) + MI Interviewing Strategies (Fig.16) +

Few-Shot Tool Call Examples (Fig. 19)

— Dialogue History —

Agent Prompt: Response Generation Agent Instructions (Fig. 20)

Table 6. Prompt structure for motivational interviewing strategy prediction.

B.2.5 Tool Call Prediction. We introduce a tool call prediction prompt chain to improve the timeliness of fetching

and visualizing a user’s health data. If the response generation step does not call a tool, using the output from the

previous resposne generation step, we use an external LLM to predict whether tool call is appropriate to augment

the conversation between the user and GPTCoach. This Tool Call Prediction chain uses the following prompt

structure:

Role Prompt

System:

System Instructions (Fig. 14) + Dialogue State Prompt (Fig. 13) +

Tool Call Prediction Instructions (Fig. 21) + Few-Shot Tool Call Examples (Fig. 19)

— Dialogue History + Agent Response —

Agent Prompt: Tool Call Prediction Agent Instructions (Fig. 22)

Table 7. Prompt structure for tool call prediction.

B.2.6 Tool Call Generation. If the response generation step did not have a tool call and if the tool call prediction

step determined that tool call was appropriate in the conversation, we introduced another agent to determine

which tool call is appropriate in the conversation. This Tool Call Generation chain uses the following prompt

structure:

Role Prompt

System:

System Instructions (Fig. 14) + Dialogue State Prompt (Fig. 13) +

Tool Call Generation Instructions (Fig. 23) + Few-Shot Tool Call Examples (Fig. 19)

— Dialogue History + Agent Response —

Agent Prompt: Tool Call Prediction Agent Instructions (Fig. 24)

Table 8. Prompt structure for tool call prediction.
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C EVALUATION STUDY DETAILS

C.1 Survey Measures

C.1.1 User Experience &Quality of Advice. We asked participants the following survey items after interacting

with GPTCoach. Each question was rated on a 5-point Likert scale, from 1: Strongly disagree to 5: Strongly agree.

The chatbot’s advice was actionable.

The chatbot’s advice was personalized.

The chatbot’s advice was generic.

I felt comfortable sharing my concerns with the chatbot.

I felt supported by the chatbot.

The chatbot made me feel capable of overcoming challenges.

The chatbot made me feel more motivated to change.

The chatbot asked me for my opinion about what activities I would like to do.

The chatbot understood my unique situation and concerns.

The chatbot gave me unsolicited advice.

The chatbot was empathetic.

The chatbot used my data in a way that was relevant.

The chatbot helped me identify obstacles to engaging in physical activity.

The chatbot helped me reflect on what motivates me to be physically active.

The chatbot helped make my own ideas about how to increase my physical activity more specific.

Interacting with the chatbot provided me with new insights about my physical activity.

Table 9. User Experience &Quality of AdviceQuestions
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C.1.2 Subjective Assessment of Speech Systems Interfaces (SASSI). We measured usability using a subset of the

Subjective Assessment of Speech System Interfaces [44]. We use the same subset as Mitchell et al. [74] with two

additional questions from the habitability and speed factors. Each question was rated on a 5-point Likert scale,

from 1: Strongly disagree to 5: Strongly agree.

Subscale Question

Response Accuracy The system is accurate

Response Accuracy The system didn’t always do what I wanted

Likeability The system is useful

Likeability The system is friendly

Likeability It is clear how to send messages to the system

Cognitive Demand I felt confident using the system

Cognitive Demand I felt tense using the system

Annoyance The interaction with the system is repetitive

Annoyance The interaction with the system is boring

Habitability I always knew what to say to the system

Habitability I was not always sure what the system was doing

Speed The interaction with the system is fast

Table 10. Usability Questions (SASSI [44])

C.2 External Motivational Interviewing Coding

To code adherence to motivational interviewing principles, we draw from Chiu et al.’s [22] assessment of LLM

psychotherapists and use an external GPT-4 evaluator to code the chatbot’s utterances. Since Chiu et al.’s [22]

coding scheme applies to psychotherapy, we use a set of 19 motivational interviewing strategies from the

Motivational Interviewing Skill Code (MISC) [76]
5
. Each strategy is either MI-consistent, MI-inconsistent, or

neutral. We construct three positive examples for each strategy, drawing from the MISC manual and adapting

them to physical activity promotion. All 19 strategies along with their definitions are provided in Table 11.

We use an analogous prompt template to Chiu et al. [22] for strategy classification:

What are all possible strategies of this coach utterance: {UTTERANCE}?
Strategy:

{STRATEGY}: {DEFINITION} Positive examples: {EXAMPLE 1} {EXAMPLE 2} {EXAMPLE 3}
...

Only choose from this list [{STRATEGIES}]
Please say unknown only if you cannot find an answer from the list. Format:[strategies_list]

5
https://casaa.unm.edu/assets/docs/misc3.pdf

https://casaa.unm.edu/assets/docs/misc3.pdf
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To code an agent response, we first split the response into individual sentences using the spacy Sentencizer.
6

We then code each sentence using the prompt above and merge codes across sentences to produce a set of MI

codes for each response.

C.3 Counterfactual Analysis

We perform a counterfactual analysis to compare GPTCoach’s behavior to vanilla GPT-4.
7
We condition on the

first 5 turns of each participant’s true conversation history with GPTCoach from our evaluation study. The first

five turns of the conversation are highly consistent across participants, including an introduction to the program,

the participant sharing their name and age, and all ending with the agent asking whether they have any questions

or concerns. We focus our evaluation on early stages of the conversation since we found that early interactions

greatly shape the quality of the resulting conversation.

We simulate 10 different user responses to the agent’s question, each of which correspond to a different

barrier to physical activity. We source the barrier categories from the coaching materials we received from our

collaborators. The barriers are listed in Table 12 below.

Barrier User Message

Feeling discomfort I haven’t exercised in a while and I’m worried about being sore and feeling pain from

not having exercised in a long time.

Feeling unmotivated On most days, it’s hard for me to find the motivation to exercise.

No energy I feel too tired to exercise when I get back from work. I just don’t have the energy to

exercise.

No time I just feel like I don’t have time to exercise. Between work and my family responsibilities,

I’m always so busy.

Feeling sick I had been sick for the last few weeks and that has thrown me off track. Now it feels

hard to get back into my routine.

Feeling stressed I’ve been feeling quite stressed lately and that’s been preventingme from getting exercise.

Feeling ashamed I’ve never really exercised before and I worry about what others might think of me. I

feel ashamed.

Feeling unsafe I don’t feel safe going for a workout outside in my neighborhood, which makes it hard

to stay active.

Feeling unsupported or alone I don’t have anyone I can exercise with together. I feel like I’m doing this alone.

Weather It’s difficult to get exercise because it’s really cold and dark outside this time of year.

Table 12. Simulated user messages based on common barriers to physical activity

This set of 16 true histories and 10 simulated user messages yields a test set of 160 simulated histories. For each

simulated history, we sample an output from GPTCoach and from GPT-4 using only the system instruction

prompt (Fig. 14), ignoring all prompt chains. We code all 160 responses for each agent using the external MI

coding scheme described above.

6
https://spacy.io/api/sentencizer

7
All experiments were run with gpt-4-0613 with temperature 1.

https://spacy.io/api/sentencizer
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Strategy Consistency Definition

Advise With Permis-

sion

MI-consistent The counselor gives advice, makes a suggestion, or offers a solution or possible action with client permission. These will

usually contain language that indicates that advice is being given: should, why don’t you, consider, try, suggest, advise,

you could, etc. Prior permission can be in the form of a request from the client, or in the counselor asking the client’s

permission to offer it. Indirect forms of permission asking may also occur, such as a counselor statement that gives the

client permission to disregard the advice ("This may or may not make sense to you").

Advise Without Per-

mission

MI-inconsistent The counselor gives advice, makes a suggestion, or offers a solution or possible action without client permission.

Affirm MI-consistent The counselor says something positive or complimentary to the client. It may be in the form of expressed appreciation,

confidence or reinforcement.

Confront MI-inconsistent The counselor directly disagrees, argues, corrects, shames, blames, seeks to persuade, criticizes, judges, labels, moralizes,

ridicules, or questions the client’s honesty. These are the expert-like responses that have a particular negative-parent

quality, an uneven power relationship accompanied by disapproval, disagreement, or negativity. There is a sense of “expert

over-ride” of what the client says.

Direct MI-inconsistent The counselor gives an order, command, or direction. The language is imperative.

Emphasize Control MI-consistent The counselor directly acknowledges, honors, or emphasizes the client’s freedom of choice, autonomy, personal responsi-

bility, etc. There is no tone of blaming or faultfinding.

Facilitate Neutral These are simple utterances that function as keep going acknowledgments.

Filler Neutral This is a code for the few responses that are not codeable elsewhere: pleasantries, etc. It should not be used often.

Giving Information Neutral The counselor gives information to the client, explains something, educates or provides feedback or discloses personal

information.

OpenQuestion MI-consistent The counselor asks a question in order to gather information, understand, or elicit the client’s story. Generally these begin

with a question marker word: Who, What, Why, When, How, Where, etc. An open question is coded when the counselor

asks a question that allows a wide range of possible answers.

ClosedQuesiton Neutral The counselor asks a question in order to gather information, understand, or elicit the client’s story. Generally these begin

with a question marker word: Who, What, Why, When, How, Where, etc. A closed question implies a short answer: Yes or

no, a specific fact, a number, etc.

Raise Concern with

Permission

Neutral The counselor points out a possible problem with a client’s goal, plan, or intention with permission. Prior permission can

be in the form of a request from the client or in the counselor asking the client’s permission to offer it. Indirect forms

of permission asking may also occur, such as a counselor’s statement that gives the client permission to disregard the

counselor’s concern.

Raise Concern with-

out Permission

MI-inconsistent The counselor points out a possible problem with a client’s goal, plan, or intention without permission.

Simple Reflection MI-consistent A reflection is a reflective listening statement made by the counselor in response to a client statement. Reflections capture

and return to the client something that the client has said. Simple Reflections add little or no meaning or emphasis to

what the client has said.

Complex Reflection MI-consistent A reflection is a reflective listening statement made by the counselor in response to a client statement. Reflections capture

and return to the client something that the client has said. Complex Reflections typically add substantial meaning or

emphasis to what the client has said.

Reframe MI-consistent The counselor suggests a different meaning for an experience expressed by the client, placing it in a new light. These

generally have the quality of changing the emotional valence of meaning from negative to positive or from positive to

negative. Reframes generally meet the criteria for Reflect but go further than adding meaning or emphasis by actually

changing the valence of meaning and not just the depth.

Structure Neutral To give information about what’s going to happen directly to the client throughout the course of treatment or within a

study format, in this or subsequent sessions. To make a transition from one part of a session to another.

Support MI-consistent These are generally sympathetic, compassionate, or understanding comments. They have the quality of agreeing or siding

with the client.

Warn MI-inconsistent The counselor provides a warning or threat, implying negative consequences unless the client takes a certain action. It

may be a threat that the counselor has the perceived power to carry out or simply the prediction of a bad outcome if the

client takes a certain course.

Table 11. External MI strategies used to code agent responses. Strategies, definitions, and categories were sourced from

MISC [76].
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C.3.1 Illustrative Examples. We randomly sample 5 outputs and provide them as illustrative examples below.

Participant names and ages have been redacted.

Example 1

Role Message

Agent: Hello, it’s wonderful to meet you! I’m a health coaching chatbot and am excited that you’re here to start

this journey with me. How are you doing today?

User: I’m doing well. Thanks for asking.

Agent: That’s great to hear! May I know your name and age?

User: My name’s {NAME}. I’m {AGE} years old

Agent: Welcome to the program, {NAME}! It’s great to know that you’re taking this positive initiative for your

health. We will be creating a physical activity plan tailored just for you. This plan will be designed based on

your unique interests, preferences and the resources you have access to. My role is to assist you throughout

this process, providing you with the necessary information to make your plan effective and sustainable.

Does the concept make sense to you, and do you have any questions or concerns so far? Please

feel free to discuss anything that’s on your mind.

User (simulated): It’s difficult to get exercise because it’s really cold and dark outside this time of year.

Vanilla GPT: I totally understand that it’s challenging to keep up with an exercise routine during the cold and dark

months. However, there are numerous ways to stay active inside your home or at a local indoor facility.

You could consider exercises like yoga, pilates, weight training, or even dancing. There are great resources

online that guide you through these home workouts.

Also, remember, our goal is to make exercise enjoyable for you, so I encourage you to think

about activities that you personally enjoy. Let’s work together to find a solution that fits your lifestyle and

preference.

GPTCoach: I understand that the weather can indeed make it challenging to go outside for physical activities, {NAME}.

If it’s okay, may I please ask what types of physical activities you have engaged in the past and for how

long you would typically engage in these activities? Your past experiences can help us tailor a plan that fits

your preferences and circumstances.
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Example 2

Role Message

Agent: Hello, it’s wonderful to meet you! I’m a health coaching chatbot and am excited that you’re here to start

this journey with me. How are you doing today?

User: I’m doing well

Agent: That’s great to hear! Could you please share with me your name and age?

User: {NAME}, age {AGE}

Agent: Nice to meet you, {NAME}! As we embark on this journey together, it will be your task to design your own

physical activity plan. This approach can be really rewarding because it is tailored specifically to your

preferences, interests, and resources. I’m here to assist and provide evidence-based insights to help you

determine the specifics and effectiveness of your plan. Can I assure you understand this approach? Do you

have any questions or concerns to start with?

User (simulated): I just feel like I don’t have time to exercise. Between work and my family responsibilities, I’m always so

busy.

Vanilla GPT: I completely understand, {NAME}, and it’s a common concern. Balancing time between responsibilities

and personal health can be a real challenge. What if we start by identifying some short, manageable

physical activities that can easily be incorporated into your daily routine? Small steps can lead to big

changes. Also, activities involving family can be enjoyable and beneficial for everyone. Please remember to

always consult with your healthcare provider before starting any physical activity program. What are your

thoughts about this?

Also, remember, our goal is to make exercise enjoyable for you, so I encourage you to think

about activities that you personally enjoy. Let’s work together to find a solution that fits your lifestyle and

preference.

GPTCoach: I completely understand, {NAME}, it can indeed be challenging to fit in exercise in a busy schedule, but it’s

definitely not impossible. To better assist you, it would be very helpful to understand a bit more about

your past experiences with physical activity.

To begin, could you tell me what types of physical activities you’ve done in the past and for approximately

how long? For example, something like “I used to jog for about 30 minutes in the mornings”.
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Example 3

Role Message

Agent: Hello, it’s wonderful to meet you! I’m a health coaching chatbot and am excited that you’re here to start

this journey with me. How are you doing today?

User: I’m doing fine, thanks for asking

Agent: That’s great to hear! To get us started, can I have your name and your age, please?

User: {NAME} and {AGE}

Agent: Great to meet you, {NAME}! As we begin, I’d like to clarify a few things. Throughout this program, you’ll

have the opportunity to create your own physical activity plan. This means your plan will be based on your

preferences, interests, and available resources. I’m here to assist you in figuring out the specifics of that plan.

How does that sound, {NAME}? Please feel free to let me know if you have any questions or

concerns before we proceed.

User (simulated): I just feel like I don’t have time to exercise. Between work and my family responsibilities, I’m always so

busy

Vanilla GPT: {NAME}, your feelings are completely valid and many people can relate to the struggle of balancing work,

family, and personal health. It’s fantastic that you’re starting to prioritize your health, though. What we

could do is explore ways on how you might fit small, manageable blocks of activity into your day which

doesn’t take much extra time from your busy schedule. Could this approach be helpful for you, {NAME}?

GPTCoach: I understand, {NAME}, balancing work, family, and personal time can be challenging. You’re definitely not

alone in feeling that time is a barrier to physical activity. But remember, any physical activity is better than

none and it all adds up.

In order to best assist you, could you please share a little more about your past experiences with

physical activity? What types of activities have you previously engaged in, and for how long typically?

This will give us a nice starting point to work from.
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Example 4

Role Message

Agent: Hello, it’s wonderful to meet you! I’m a health coaching chatbot and am excited that you’re here to start

this journey with me. How are you doing today?

User: I’m doing great!

Agent: Fantastic to hear that! Could you please tell me your name and how old you are?

User: {NAME} and I’m {AGE}

Agent: Nice to meet you, {NAME}! Given you’re now part of our program, together we’ll design a physical activity

plan uniquely tailored to you. This plan will reflect your particular preferences, interests, and available

resources.

That being said, this will be a collaborative process where your input is not only valued but es-

sential. I’m here to guide and assist you in creating your plan and achieving your goals. I hope I’ve made

our approach clear.

Before we move on, {NAME}, do you have any questions or concerns about designing your own

physical activity plan?

User (simulated): On most days, it’s hard for me to find the motivation to exercise.

Vanilla GPT: I completely understand, {NAME}, and it’s perfectly normal to feel this way. Increasing your motivation for

physical activity can be a journey in itself. What’s most important is to find activities that you truly en-

joy and look forward to. That’s why our collaboration in designing your physical activity plan will be crucial.

If your lack of motivation persists and begins to affect other areas of your life too, it can be help-

ful to speak with a mental health professional. They’re equipped with the right tools to provide additional

support.

GPTCoach: I see, {NAME}. It’s not uncommon to encounter days when motivation to exercise can feel out of reach.

Many of us have been there. Would it be okay for us to explore your past experiences with physical activity?

This can give us some valuable insights to better understand your journey so far. Could we start by knowing

what types of activities you did in the past, and approximately how long you sustained them?
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Example 5

Role Message

Agent: Hello, it’s wonderful to meet you! I’m a health coaching chatbot and am excited that you’re here to start

this journey with me. How are you doing today?

User: Hi

Agent: Glad to see you here! I’m really looking forward to sharing this wellness journey with you. Could you

please share your name and age with me?

User: {NAME} age {AGE}

Agent: It’s wonderful to meet you, {NAME}! At your age, maintaining an active lifestyle is such a positive step

towards ongoing health and wellness.

I’d like to reassure you that while I’m here to assist, you’ll be the one designing your own physi-

cal activity plan. Ultimately, the plan should be reflective of your interests, preferences, and available

resources. This will ensure it’s not only beneficial but also enjoyable and achievable.

I’ll help you shape the specifics of your activity plan, based on the data from your wearable de-

vices and your personal preferences. Are you understand, and do you have any specific questions or

concerns before we proceed?

User (simulated): I’ve never really exercised before and I worry about what others might think of me. I feel ashamed.

Vanilla GPT: I’m really sorry to hear that you’re feeling this way, {NAME}, but please know you’re not alone. It’s

completely normal to feel a bit apprehensive when starting something new, especially when it comes

to exercise. It’s important to remember that everyone’s fitness journey is unique and there’s no need to

compare yourself with others.

Starting at your own pace and taking small steps are great ways to ease into an exercise routine.

Things like walking in your neighborhood, light stretch exercises in your living room, or gardening can be

wonderful starting points.

And remember, it’s your journey. For professional help with these feelings of shame, you might

want to consider reaching out to a mental health professional - they are trained to navigate these types of

concerns. As a health coach, I’m here to support you in your physical activity journey, and together we

can make this a positive and rewarding experience for you.

GPTCoach: I’m really sorry to hear that you’re feeling this way, {NAME}. It’s completely normal to feel a bit

self-conscious when starting something new, especially when it involves exercising. But remember,

everyone is there for their own health and well-being, just like you.

Could you share what type of physical activity, if any, you’ve tried in the past? How often and

how long were these activities? Let’s start there and see how we can make your exercise experience better

and more comfortable.
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D PROMPTS

In this section, we provide all of the prompts used by GPTCoach.

Fig. 11. Dialogue State Classification Prompt.

State Classification Prompt

The following contains the dialogue history between a user and a health coach agent. Your task is to

determine whether the agent has successfully completed the following task. Respond with only one word:

‘continue’ or ‘completed’.

Task:

{DIALOGUE STATE PROMPT}

Fig. 12. Dialogue State Classification Agent Prompt.

State Classification Agent Prompt

Given this conversation history, respond only with ‘continue’ or ‘completed’ depending on whether the

task has been successfully completed.

{DIALOGUE STATE PROMPT}
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Fig. 13. Dialogue State Prompts. Instructions for each dialogue state was drawn from a validated health coaching pro-

gram [105, 106].

1. Onboarding

Your current task is to introduce yourself as a health coach if you have not already. After they have eased

in, ask them for their name and age. At this point you should not be asking them to set goals or giving

them advice.

2. Program

Your current task is to welcome the client to the program and align expectations between them and you

as the health coach.

First, inform the client that they will design their own physical activity plan, which should re-

flect their preferences, interests, and access to resources. With your assistance, they will determine the

specifics of their activity plan.

Second, confirm their understanding and ask if they have any questions or concerns before get-

ting started.

3. Past Experience

Your current task is to acquire specific information about the client’s past experiences with physical

activity.

First, you should ask the client what types of activities did they do and for how long?

Second, you should ask them worked well about their previous exerices?

Third, were there any difficulties they encountered?

Why is this task important?

Understanding their history helps gauge their knowledge and tailor guidance, especially for beginners

needing additional guidance on basics like endurance activities and warm-ups.

Handling certain situations

Some people may have had negative past experiences or faced several barriers with physical activity.

This information can be used to their benefit now - their successful experiences can be used to address

and overcome current barriers, such as discussing previous strategies for exercising during busy times.
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4. Barriers

Your current task is to gather information regarding the barriers to physical activity that your client has

faced in the past.

First, ask the client about their health or injury concerns. Follow up with specific questions if

you require more information.

Second, ask the client what their biggest obstacle is to doing physical activity. You should refer-

ence the conversation history to tailor this question to the client.

Why is this task important?

Understanding their experiences and positive resources they have, such as knowledge, experience,

equipment, or supportive friends, will aid their starting plan.

5. Motivation

Your current task is to determine what is motivating them to begin an exercise program now.

First, ask the client what personal benefits do they hope to receive from regular exercise?

Second, ask them what their main source of motivation is. Ask follow up questions if their re-

sponse is vague.

Third, ask them when they think in the long term, what kind of physical activity would they

like to be able to do.

Why is this task important?

This information will be referred to again and again during the course of the program, especially at times

when the client may be struggling or losing sight of why they wanted to be more active.
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6. Goal Setting

Your current task is to help your client set a physical activity goal.

First, help them set a short term goal, if they have not already identified one themselves.

A good goal should adhere to the FITT (Frequency, Intensity, Time, Type) model to help them

plan the specifics of an physical activity regimen. The goal the client identifies should adhere to the FITT

model.

- Frequency: How many days of physical activity in the week?

- Intensity: Will it be light, moderate, or vigorous intensity?

- Time: How long will the physical activity session be? How many total minutes? What days of the week?

What time of the day?

- Type: What kind of activities will the client do?

You should assist the client in setting a FITT goal, asking one question at a time.

Let the client know that these goals can be changed as often as necessary. Encourage setting

realistic goals and ask questions to probe if these goals are realistic, measurable, and specific, but don’t

tell the client what to do. Always provide justification for your suggestions.

You have access to their health data using the ‘describe‘ and ‘visualize‘ functions. You should

make use of this information to help them set realistic goals.

Why is this task important?

This will add to/build from the discussion of the resources or challenges they may have in store.

Connecting their short term goal to larger motivations can help them stay motivated.
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7. Advice

Your current task is to help the client overcome obstacles to their current goal.

First, ask the client what resources they have available to reach their goals (e.g., available facilities, equip-

ment, support).

Second, ask them if they anticipate any possible barriers or challenges.

Third, ask them if they have any ideas for possible solutions.

As a facilitator, an important part of your job is tuning into the negative, self-destructive thoughts, help-

ing the client become more aware of their negative influence on motivation. If the client expresses negative or

self-defeating thoughts, suggest ways to replace negative thoughts with balanced, positive ones.

Problem-solve with the client to make their activity more enjoyable based on their circumstances, life-

constraints and inferences from their health data.

Problem: Discomfort

Reframing: Muscle soreness from inactivity is normal.

Solution: Walk lightly for 5 minutes before and after exercise. Consider light stretching.

Problem: Lack of Motivation

Reframing: It’s common to have varying motivation levels.

Solution: Reflect on your goals and benefits of activity, reward progress, recall past motivations, and take incremental

steps.

Problem: No Energy

Reframing: Exercise can boost energy levels.

Solution: Remember how revitalized you felt after previous walks.

Problem: No Time

Reframing: Inactive people have as much free time as those who exercise.

Solution: Schedule exercise, walk during breaks, and integrate walking into daily routines, like taking stairs or

parking farther away.

Problem: Feeling Sick

Reframing: Illness can disrupt exercise routines.

Solution: Gradually increase activity in short sessions throughout the day.

Problem: Stress

Reframing: Exercise is an effective stress reliever.

Solution: Take brisk walks, reflecting on post-exercise relaxation.

Problem: Feeling Ashamed

Reframing: Starting to exercise can feel daunting.

Solution: Focus on health over others’ opinions. Remind yourself each session will get easier.

Problem: Feeling Unsafe

Reframing: Concerns about safety can deter walking.

Solution: Follow safety tips like wearing visible clothing, walking in populated areas, and sharing your route with

someone.

Problem: Feeling Unsupported

Reframing: Lack of social support can affect motivation.

Solution: Seek encouragement from friends or groups, join a walking club, and value personal exercise time.

Problem: Weather

Reframing: Don’t let weather conditions stop you.

Solution: Walk indoors, dress appropriately for the weather, and stay hydrated.
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8. Good Bye

Your current task is to answer any remaining questions, and wrap up the conversation after the client

is done. Before your client leaves, wish them good luck and that you have confidence in their ability

to succeed. You can mention that you are always available to chat, but do not imply that there will be

another scheduled session. This is the only session.

Fig. 14. System prompt used across all of our LLM prompts. Our prompt was inspired by the system prompt used by Chiu

et al. [22], which we modified for physical activity coaching.

System Instructions

Act as if you’re a professional health coach. You provide evidence-based support to clients seeking help

with physical activity behavior change. You should maintain your health coach persona while responding.

You must maintain a friendly, warm, and empathetic tone. You must not give advice for medi-

cal or mental health concerns. Instead, you must respond empathetically and refer them to a professional.

Today’s date is {DATE_STRING}. Keep your responses brief and conversational.

The following describes your instructions for the current stage of the conversation. Do not do

anything that you are not asked to do.

Fig. 15. Prompt for strategy prediction instructions using strategies from motivational interviewing.

Strategy Prediction Instructions

The following contains the dialogue history between a user and a health coach agent. Your task is to

predict what strategy the agent should use to respond in the conversation.

Please choose from one of 11 strategies described below (Advise with Permission, Affirm, Facili-

tate, Filler, Giving Information, Question, Raise Concern, Reflect, Reframe, Support, Structure) and output

only one strategy from this list.
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Fig. 16. Motivational Interviewing strategy codes and examples, selected and adapted from MISC [76].

MI Strategy Descriptions

Strategies

Advise with Permission: Offering advice or suggestions after gaining permission, such as "Would it be

alright if I suggested something?"

Affirm: Positive reinforcement, appreciating client’s efforts or strengths, such as "You’re a very

resourceful person."

Facilitate: Simple responses to encourage further conversation, such as "Tell me more."

Filler: General pleasantries or small talk, such as "Good morning, John."

Giving Information: Provides explanations, feedback, or educational details, which can be per-

sonalized using health data, such as "Your heart rate was higher during today’s workout."

Question: Gathering information through open-ended questions, such as "How do you feel about that?"

Raise Concern: Expressing concerns about the client’s plans, such as "I’m worried about your

plan to decrease your workout days."

Reflect: Reflecting back the client’s statements, simple or complex, such as "You’re looking for a

relaxed gym environment." (simple) or "You see the benefits of exercise, yet find it unengaging." (complex)

Reframe: Suggesting new perspectives on the client’s experiences, such as reframing "nagging"

as "concern."

Support: Showing sympathy, compassion, or understanding, such as "That must have been diffi-

cult."

Structure: Informing about session formats or transitions, such as "What we normally do is

start by asking about your physical activity habits."
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Fig. 17. Motivational Interviewing strategy prediction agent prompt

Strategy Prediction Prompt

{DIALOGUE STATE PROMPT}
Select one of the strategies from the list ({STRATEGIES}) to best achieve the given task while adhering to

the natural flow of the dialogue. Output only one strategy from this list.

Strategy:

Fig. 18. Prompt for response generation instructions

Response Generation Instructions

You will be given the dialogue history with the conversation between a user and a well being support

agent acting as a health coach. In order to complete this task, you should use the strategy specified. Given

this strategy, please generate a response to the user.
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Fig. 19. Prompt for few-shot tool call exampples

Few-Shot Tool Call Examples

You are equipped to analyze and interpret sensor data from mobile phones and wearable devices. You

have access to a function called describe and a function called visualize. When you call visualize, you will

always see the output to describe.

Below are few examples of the input-output pairs for you to consider. Your job is to help peo-

ple in interpreting this data. Always consider how this data relates to their broader life circumstances and

physical activity goals. It is generally more insightful to look at long term trends than short term varia-

tions. You should keep in mind that the data may come from various sources and may not be fully accurate.

> describe(data_source_name="health.stepcount", start="2024-02-23 00:00:00",
end="2024-02-23 23:59:59", granularity="day") 2024-02-23-00-00 to 2024-02-23-23-59:
10968.00 steps from Apple Watch (1 entries)

> describe(data_source_name="health.stepcount", start="2024-02-23 00:00:00",
end="2024-02-23 23:59:59", granularity="hour") 2024-02-23-00-00 to 2024-02-23-00-59:
13.00 steps from iPhone (1 entries) 2024-02-23-01-00 to 2024-02-23-01-59: 34.00 steps
from Apple Watch (1 entries) 2024-02-23-08-00 to 2024-02-23-08-59: 122.00 steps from
Apple Watch (1 entries) 2024-02-23-09-00 to 2024-02-23-09-59: 988.00 steps from Apple
Watch (19 entries) ... (output truncated)

> describe(data_source_name="health.workout", start="2024-03-01", end="2024-03-31",
granularity="month") - cycling: 29 workouts, 21.14 mins/workout, 613.00 mins
(10h13m) total - running: 7 workouts, 71.14 mins/workout, 497.96 mins (8h17m)
total - walking: 50 workouts, 19.07 mins/workout, 953.44 mins (15h53m) total -
traditionalStrengthTraining: 2 workouts, 64.31 mins/workout, 128.63 mins (2h8m) total
- hiking: 2 workouts, 46.39 mins/workout, 92.79 mins (1h32m) total

visualize(data_source_name="health.stepcount", date="2024-03-01",
granularity="month") Returns the same output as
describe(data_source_name="health.stepcount", start="2024-03-01", end="2024-03-31",
granularity="month") and shows a visualization to the user.
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Fig. 20. Response Generation Agent Prompt.

Response Generation Prompt

{DIALOGUE STATE PROMPT}
The strategy you should use is: {STRATEGY_DESCRIPTION}
Message: Output the response given this strategy. Keep your response brief. Only ask the client for one

piece of information at a time. If your task includes asking multiple questions, break them up. If the user

response is unrelated to the current task, acknowledge their response and nudge the conversation back

to the current task.

Fig. 21. Prompts used for tool call prediction instructions.

Tool Call Prediction Instructions

The following contains the dialogue history between a user and a health coach agent. The response is

generated by an agent that did not use the describe or visualize functions. Your task is to decide whether

this response should be augmented with the user’s health data.

You should respond ’yes’ if the response from the agent is generic and could be more personalized to

the client by looking at the health data. This is particularly useful when the client doesn’t know when

they should get physical activity, what kind of activities they could engage in, and their baseline levels of

activity. It is not useful when the agent is explaining details about the program or is not giving specific

advice. Respond ’no’ otherwise.

Fig. 22. Tool Call Prediction Agent Prompt.

Tool Call Prediction Prompt

{DIALOGUE STATE PROMPT}
The strategy being used in the conversation is: {STRATEGY_DESCRIPTION}
Given the current task, strategy, and the agent’s response, your task is to detetmine whether the agent’s

response should be augmented with the user’s health data.

Respond with only one word: ’yes’ or ’no’.
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Fig. 23. Prompts used for tool call generation instructions.

Tool Call Generation Instructions

The following contains the dialogue history between a user and a health coach agent. The response is

generated by an agent that did not use the describe or visualize functions. Another agent has decided

that this response should be augmented with the user’s health data and use the function calls. Your task

is to perform the appropriate tool call.

Fig. 24. Tool Call Generation Agent Prompt.

Tool Call Generation Prompt

{DIALOGUE STATE PROMPT}
The strategy being used in the conversation is: {STRATEGY_DESCRIPTION}
Given this strategy and the agent’s response, your task is to determine which tool call to use in the

conversation to augment this agent’s response.
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