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Fig. 1. Overview of the Prompto system which measured user’s electrodermal activity (EDA) and heart-rate variability (HRV) 
to trigger prompts for memory training sessions (lef), the setup of our lab study which issued prompts during high and low 
cognitive load conditions (middle), and our evaluations which included Prompto’s in-the-wild deployment for 7 days (right). 

Prospective memory lapses, which involve forgetting to perform intended actions, afect independent living in older adults. 
Although memory training using smartphone applications could address them, users are sometimes unaware of available 
times for training or forget about it, presenting a need for proactive prompts. Existing applications mostly provide time-
based prompts and prompts based on users’ cognitive contexts remain an under-explored area. We developed Prompto, a 
conversational memory coach that detects physiological signals to suggest training sessions when users are relaxed and 
potentially more receptive. Our study with 21 older adults showed that users were more receptive to prompts and memory 
training under low cognitive load than under high cognitive load. Interviews and an in-the-wild deployment of Prompto 
indicated that majority of users appreciated the concept, found it helpful and were likely to respond to its prompts. We 
contribute towards developing technologies with cognitive context-aware prompting based on users’ physiological readings. 
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1 INTRODUCTION 
Prospective memory (PM) relates to remembering to perform intended actions [27], such as remembering to 
take medication. It remains a major factor for independent living in older adults [40, 41], yet PM lapses are 
the most common type of lapses reported in everyday forgetting [21, 75]. Digital reminder systems and virtual 
assistants on smartphones, like Google Assistant [59] and Siri [46], serve as external PM aids [8]. PM lapses 
can also be addressed by maintaining or improving cognitive functions through smartphone memory training 
applications (apps) [84]. Users might miss opportunities for training sessions when they are unaware of available 
times or forget to do so. Thus, many existing memory training apps allow users to set time-based reminders for 
the sessions to promote regular training [22, 55, 61]. 

However, according to Sarker et al. [82], a well-timed prompt may not be efective if the user is not cognitively 
available to engage in the intervention. Inspired by their work, we focused on exploring proactive prompts 
based on users’ cognitive contexts and physiological states. We developed Prompto, a conversational agent 
which guides users in applying an efective memory technique, the “when-then” technique, which has been 
known to strengthen PM in older adults [18, 102]. Prior work indicated that digital memory training with this 
method could allow users to be more on-time in performing PM tasks [15]. We extend this work by presenting 
the technique in a dialogue-based, natural-language interface. Using users’ electrodermal activity (EDA) and 
heart rate variability (HRV) readings, Prompto estimates their cognitive load, and initiates dialogue to suggest 
moments for training when they are more relaxed and potentially more receptive to undergoing training sessions 
(Figure 1-left). Natural-language interaction and physiological understanding of users and could create efective 
conversational memory tutors which relate to and understand us better. Our work contributes with: 

• an investigation of the efects of cognitive load on older adults’ receptivity to prompts (Figure 1-middle) 
showing that users were signifcantly more responsive to prompts and engaged in more memory training 
in low cognitive load compared to high cognitive load; 

• the design and implementation of Prompto, a conversational agent which prompts for memory training 
sessions based on physiological readings during low cognitive load; 

• an analysis of user attitudes towards Prompto and usage behaviour in an in-the-wild deployment (Figure 1-
right) revealing that a majority of users appreciated the concept, found Prompto helpful and were likely to 
respond to such prompts (in-the-wild response rate at 67.9%, lab study response rate at 90.5%). 

2 RELATED WORK 
2.1 When-Then Technique 
The “when-then” technique [33, 34], also called implementation intentions, was mainly taught by researchers in 
the lab setting and was shown to enhance PM performance [18]. The technique has two steps: 1) to formulate 
and verbalise a “when-then” sentence [10], for example, “When I leave home after breakfast tomorrow, then I 
will bring the documents.”, and 2) to visualise yourself performing the action. It helps users to form stronger 
associations between situation cues (event, time or location) and intended actions [35], to increase the likelihood 
of performing their PM tasks. Our system guides and works with users to apply the technique on their own tasks. 
Since using the “when-then” technique demands high attention and planning [63], Prompto was developed to 
initiate practice sessions when users are more cognitively available. 
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2.2 Memory Training Systems 
Digital memory training can be classifed into process-based training and strategy-oriented training [9, 31, 
41]. In process-based training, memory exercises are repeated with increasing difculty depending on the 
user’s performance. Many digital cognitive training programmes use the process-based training approach for 
microlearning-styled memory training on computers and smartphone apps [22, 55, 61, 84]. SMART [68] improved 
working memory function in older adults, BrainHQ [22, 87] was shown to strengthen auditory memory, and 
Cognift [61, 85] was found to enhance executive function and working memory in older adults. Specifc to PM, 
Virtual Week [77], a computerised board game, used tasks associated with daily living to train PM. The virtual 
game made by Lin et al. [57] used tasks related to fshing and commerce to exercise PM. 
Digital strategy-oriented training systems make mnemonic strategies accessible on-the-go and enable users 

to train on the use of these strategies. The memory palace project [37], Physical Loci [70], NeverMind [78] and 
HoloMoL [97] enabled users to use the method of loci, in which individuals mentally associate physical objects 
(loci) in a familiar location to information they want to remember, and enable users to virtually visualise these loci. 
SuperMemo [95] and Anki [26] facilitate spaced repetition, a method shown to improve remembering in adults 
with dementia [12], by using digital fash cards where new knowledge is learned and recalled over increasingly 
longer periods. The most relevant work was QuizBot [79], which facilitated spaced retrieval of factual knowledge 
through a conversational interface. It was more engaging and enabled higher recall than traditional fashcard 
apps. 
Our work combines strategy-oriented training and process-based training for PM, training the use of the 

“when-then” technique and encouraging users to practice it through microlearning sessions. BrainHQ, CogniFit 
and Anki allow users to set time-based prompts for starting training sessions. However, there remains a lack of 
research on physiological-based prompts in memory training systems. 

2.3 Conversational Agents for Memory and Learning 
Conversational agents have previously been used for reminiscence where users recall and talk about their past 
memories [13, 90, 99]. Virtual assistants [46, 59], as well as embodied conversational agents like MANA [74] and 
Billie [96], support PM by managing and reminding users of their PM tasks. Since our work was aimed at teaching 
the use of a memory technique, it was closely related to pedagogical agents and intelligent tutors. Hirch et al. [42] 
discussed the design of social robots as memory coaches to help the elderly as memory training tools. They 
suggested that memory exercises should be conducted in a comfortable and concentrated learning environment, 
and should be trained with personal memories. Sansen et al. [81] also proposed a concept for a cognitive and 
physical robot coach. The concepts have yet to be developed into testable prototypes. Afective intelligent tutors, 
such as AutoTutor [25] and ALEKS [24], use users’ physiological signals during teaching to adapt the systems’ 
delivery and content of learning accordingly. We explored a diferent application of physiological measures - to 
estimate attention and cognitive load before the learning begins. 

2.4 Context-Aware Notifications 
App notifcations on mobile devices are perceived negatively by users when triggered at inappropriate times. For 
example, when they are occupied with an on-going task as these notifcations lead to a negative impact on not 
only their performance on the on-going task [32, 53] but also their emotional well-being [64, 101]. On the other 
hand, as shown by Iqbal and Horvitz [52], users are also sometimes amenable to mobile interruptions if they 
perceive the awareness coming from the notifcation as important. Thus, with a need to appropriately deliver 
notifcations to users, recent studies have focused on using contextual information to understand how users 
interact with notifcations. These studies have broadly yielded in works that investigate 1) interruptibility and 
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attention management [1, 20, 44, 64, 73, 100], and 2) receptivity and engagement prediction [28, 62, 72, 91] with 
notifcations in ubiquitous computing. 

Research on interruptibility and attention management is concerned with investigating the use of behavioral 
and device usage patterns to attract user’s attention via notifcations. For instance, Ho and Intille [44] found 
through the use of wireless accelerometers that messages delivered at activity transitions were more positively 
received than messages delivered at random times. Yuan et al. [100] used device related features like notifcation 
mode, device screen status, internet connectivity, and features related to people’s personality traits to show that 
users were more willing to be interrupted when in a positive mood. This result was also afrmed by physiological 
investigations and experience surveys from Sarker et al. [82] who found that users were more attentive to 
notifcations when they were happy or energetic than when they were stressed. 
Research on receptivity and engagement prediction, on the other hand, is concerned with whether the users 

engage with the notifcations. As Turner et al. [91] have identifed, being receptive or engaged - which indicates 
that a user consumed the content of the notifcation, is diferent from being reachable – which indicates that a 
user’s attention was attracted. Pielot et al. [72] used a machine learning approach with data from experience 
sampling and found that users were more likely to consume the notifcation content when at home or travelling 
than when at work. Dingler et al. [23] developed QuickLearn, a vocabulary trainer, which introduced system-
initiated microlearning sessions to users using notifcations during idle moments. They found that users were 
more receptive to sessions when they were mobile and idle. Mehrotra et al. [65] found that users might be more 
receptive when idle but take more time to respond to such notifcations compared to while the user is busy. Users 
were more attentive to notifcations when busy but were likely to consider them disruptive and dismiss them. 
Their results also showed that disruptive notifcations (54%) tend to be accepted, mainly due to the content being 
useful. 

These prior works have shown that users’ cognitive and afective contexts (mood, stress, emotions, attention, 
engagement, idling etc.) are factors in interruptibility management and receptivity prediction. Therefore, since 
physiological signals can be used to infer such contexts, we employed a physiological sensing approach for 
detecting opportune moments for interruption. Furthermore, these prior works usually require users’ intermittent 
attention for manual data input which add to their burden, annoyance, and frustration – resulting in possible 
abandonment of the application by the users [94]. We thus build on these previous works, target idle and relaxed 
moments, and investigate how receptive users would be to memory training based on only physiological signals. 

2.5 Physiological Measures 
Our bodies’ physiological activities, such as heart rate and perspiration, are regulated by our autonomic nervous 
system. Electrodermal activity (EDA) refers to electrical changes on the skin, generally measured through varia-
tions in skin conductivity due to reaction of sweat glands to external stimuli. Any variation in skin conductance 
of more than 0.01 microSiemens (�S) has been considered a Skin Conductance Response (SCR) [4]. EDA has been 
used as an index of cognitive load [17, 67, 86], where phasic features and sum of SCR values (accumulative SCR) 
were recommended features. Bahrainian et al. found that a memorable segment of a conversation is preceded 
by a fast decrease in EDA signal, after the local minimum [2]. Another measure that we identifed was heart 
rate variability (HRV). It refects changes in the time intervals between consecutive heartbeats called inter-beat-
intervals (IBI) [83]. IBI is derived from photoplethysmography (PPG) signals which measure blood volume pulse. 
The root mean square of successive diferences between normal heartbeats (RMSSD) has been a commonly-used 
time-domain estimate of HRV [11, 83]. HRV was found to be a good indicator to assess cognitive load [36] and a 
decreased HRV has been linked with sustained cognitive load and attention [43, 89]. Our work utilised EDA and 
HRV measures to estimate cognitive load. 
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3 PROMPTO 
3.1 Design 
Prompto was developed as a result of three design phases over 20 months. We describe the user studies, fndings 
and insights from each phase. 

3.1.1 Phase 1. As a starting point, we wanted to understand our users’ needs and context regarding memory 
and memory interventions. A focus group with 8 older adults (�=68 yrs, ��=8, 4 female) was held to discuss on 
and gain insights into: 1) the memory lapses faced in daily life and 2) the solutions used to address them. The 
most relevant fndings and observations were: 

• Out of the types of memory lapses faced in everyday life (attention, episodic, prospective and semantic), 
they most frequently faced PM lapses. This fnding was consistent with previous studies [21, 75]. 

• Writing to-do lists, using calendars and reminders were among the commonly-used solutions. A few 
mentioned memory training methods such as doing crossword puzzles and Sudoku. 

• The use of Lumosity [55], a memory training app, by one participant sparked interest in other participants 
to try it for themselves. Their interest was because the app gave daily brain exercises, they saw it as a way 
to keep their brains active, and most of them had smartphones to use the app. 

PM lapses remain a critical issue. Despite current solutions, the issue persists and commonly-used solutions only 
support memory but may not enhance or maintain memory functions. Memory training apps and methods have 
been used to fll this gap and keep the mind active. However, the cognitive exercises and games presented in 
many memory training methods are abstract and may be hard for users to apply their learning to their own daily 
PM tasks. 

3.1.2 Phase 2. To address these needs and problems, we developed a prototype (Prototype 1) which facilitated 
practice of the "when-then" technique with naturalistic PM tasks that were common for older adults. Daily practice 
tasks were given. Users typed in details of each PM task in text felds on Prototype 1 to formulate sentences in the 
"when-then" format. Prototype 1 then showed them a timer and asked them to visualise themselves performing 
the PM task until the timer stopped. A 12-day in-the-wild testing of Prototype 1 and interviews were conducted 
with 10 users (�=70 yrs, ��=5, 3 male), two of the users were also participants from the focus group in Phase 1. 
Further details on Phase 1 and 2 are available [15]. The relevant fndings are summarised below: 

• Users were more on-time at completing PM tasks and felt that their PM improved. 
• Users sometimes forgot their training sessions with the practice tasks for the day. 
• Seven out of ten users indicated in the interviews that they would like to try out a conversational interface. 
• Users also mentioned in the interviews about setting reminders for the sessions and choosing idle or leisure 
times to begin them, such as during commute or when watching TV. 

There were benefts in using Prototype 1 but we exposed a potential problem that users might miss training 
sessions, resulting in irregular practice. Previous studies advocate that regular and frequent practice in memory 
training are needed to achieve sufcient neurobiological improvement [31, 77]. Thus, there needed to be a better 
way to engage users and promote regular training. 

3.1.3 Phase 3. As such, we developed our second prototype (Prototype 2 - Prompto) which used the same 
memory technique but presented the training through a conversational interface and it incorporated physiological 
interaction to initiate training sessions when users were relaxed or idle. Since conversational agents use natural 
language and have been positively received by older adults [6, 76, 93], older adults might relate better to a 
conversational interface and it might motivate regular application of the “when-then” technique. Learning 
through a conversational interface would also be similar to how it has been verbally taught [18] and could 
support the experience of verbalising the "when-then" sentence (frst step of memory technique). The growing 
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interest by the Human-Computer Interactions community in tapping into user’s internal state and context-aware 
notifcations inspired our focus on exploring physiological interaction with Prompto. 

Think-Aloud Testing with 3 users (�=63 yrs, ��=7, 1 male) was conducted to improve the conversation design. 
User testing sessions with 2 participants (55 and 57 yrs, 1 male, 30 minutes) were held to get initial reactions on 
the prototype [16]. They were asked to wear a physiological sensing device, then go through a baseline period 
and stressor activity. After that they were asked stay seated and relaxed, Prompto detected their relaxed state 
and they received prompts to start a training session. The fndings from these two tests were as follows: 

• Users liked being guided on how to use the technique through examples in the conversation but they 
disliked wordy responses. 

• User reactions were positive in which they appreciated the idea of being prompted to do memory training 
during idle moments. 

In this paper, we present the continuation of the work in Phase 3 to further investigate the use of Prompto 
with more users and how it might afect user receptivity in both a lab and in-the-wild environments [14]. 
Conversational responses were made more concise and long responses were broken into separate ones when 
necessary. Other major usability issues were resolved before the study in Section 4. 

3.2 Implementation 
In this subsection, we describe how Prompto was implemented in terms of hardware, conversation design and 
software (Figure 2). 

3.2.1 Hardware. To support the interaction fow, we presented the conversational agent on a smartphone, which 
has been shown to be the main device for conversational agent use [98]. We implemented Prompto using a 

Fig. 2. Interaction flow and screenshots of Prompto: 1. physiological readings are monitored for appropriate user states, 
which triggers prompts from Prompto, 2. prompt is displayed as a notification and an audible notification sound, 3. user goes 
through memory training session for verbalisation and visualisation steps of the “when-then” technique. 
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Welcome

“Start practice”

[User Initiated]

Verbalise

System Initiated Practice Try Later

[Event Trigger] “Later”

Start practice  [System Prompted]

Visualise

“Done”“When...then...”“Would you like to 
learn more or start 
practice?”

Done

“Great! Look for me 
again when you 
want more practice.”

Calm Event

[Ask task, situation and location]
[Summarise user’s answer]

“How would you form your ‘when-then’ sentence?”

“Would you like to start practice or try later?” “OK.”

“Imagine yourself in the situation 
as you perform your task.”

“Tell me when you’re done.”

Fig. 3. Conversational flow for memory training session which could be system prompted via an event trigger from a detected 
calm event (top row) or user-initiated (botom row). The boxes represent the intents for the Dialogflow agent and quoted text 
within boxes are example responses by the agent when the intent is triggered. The quoted text beside the arrows represent 
example user uterances which lead to the respective intents. 

commercially-available physiological sensing device, the E4 wristband (E4) [48], and an Android phone (Samsung 
Galaxy A8, Android version 9). The E4 had the required EDA and PPG sensors, and it streamed the readings to 
an app on the phone via Bluetooth. 

3.2.2 Conversational Interface and Structure. The app ran the conversational interface and communicated with 
a DialogFlow [58] agent which managed the dialogue between Prompto and the user. The app had a voice 
interface and a text-based chat interface for users who were uncomfortable with speech interaction or require 
silent interaction especially in public spaces. Having both voice and text-based interfaces has been suggested to 
overcome privacy and preference limitations of purely voice interfaces [69]. 

In DialogFlow terminologies, “intents” represented user intentions that were matched based on users’ speech. 
Prompto starts with the “Welcome” intent that presents two choices: 1) to learn more about the system and 
technique or 2) to start practice. Figure 3 depicts the conversation fow for one session following the choice to 
start memory training. Users could initiate a practice session at any time, whereas proactive initiation occurred 
when the DialogFlow agent received an event request from the app (a feature in the DialogFlow API), invoking 
the “System Initiated Practice” intent. Upon receiving this intent, Prompto showed a visual notifcation and 
played an audible notifcation sound before speaking and informed the user that it noticed the user being more 
“calm”, prompting to start practice or try again later. Once users chose to start practice, Prompto guided the user 
through the verbalisation step where the user was prompted to think about a task they intended to do, and related 
situation cues of event, time or location. Prompto provided a summary of user responses, then encouraged them 
to verbalise the “when-then” sentence and corrected the sentence when needed. The user was then led to the 
second step, visualisation, to visualise oneself performing the task with the situation cues in mind. After that, the 
session was complete and the user could have more practice, learn more or leave the conservation. 

3.2.3 Sofware. The app also ran a cognitive load detector for lowered cognitive load that derived EDA and 
HRV-related features from incoming E4 readings. Baseline readings for calibration (taken when user is seated and 
relaxed) could be measured during the frst 5 minutes upon receiving EDA and PPG data. We used EDA readings 
(in �S) and RMSSD (in ��) from PPG readings over 1-minute intervals. We implemented threshold detection for 
RMSSD of more than 30% of the average baseline value (increased HRV relates to lowered cognitive load) and 
EDA value within ±10% of average baseline value (near baseline EDA relates to lowered cognitive load). These 
intervals and thresholds were developed according to formulae and fndings from previous work [17, 36, 83, 86]. 
The values had to be within thresholds for 1 minute, after which, an event request was sent to the DialogFlow 
agent which activated a prompt from the agent to suggest starting a practice session. 
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4 RECEPTIVITY STUDY 
To investigate if there was value in triggering prompts for memory training during the low cognitive load 
state (relaxed or idle moments). We ran a within-subjects study with two conditions: prompting during high 
cognitive load condition (HCL) and prompting during low cognitive load condition (LCL). The prompts were 
issued independently of the cognitive load detector in the previous section, therefore its accuracy was irrelevant 
to this study. We used the n-back task for HCL, a previously established task to induce cognitive load [30, 36, 71]. 
For LCL, participants were told to have a break and relax while they watched a nature video, which was akin to 
relaxing and watching TV at home [29]. 

We compared users’ receptivity to the prompts between conditions, analysing how the prompts were handled, 
response time and subjective ratings on how appropriate the timings of the prompts were. Prior work used ratings 
on how “disruptive” prompts were [65], we utilised the term “appropriateness” as an inverse to “disruptiveness”. 
We also examined the subjective usefulness of Prompto. Finally, semi-structured interviews were held to gain 
better understanding of users’ reactions to the system. 

4.1 Participants 
We recruited 21 participants (�=66 yrs, ��=6, 6 male) who were in the age range of 50 to 80, familiar with apps 
and computers, fuent or native English speakers, had normal or corrected-to-normal hearing and vision, and 
had no history of neurological diseases or epilepsy. Participants were recruited through email invitation and 
word-of-mouth. Ethical approval was obtained before the studies. Participants gave their consent to use their 
data and were reimbursed in local currency equivalent to USD $15. 

4.2 Procedure 
At the start of the session, we connected the E4 wristband to Prompto and assisted the participants to wear the 
E4 on their non-dominant wrist to reduce movement artefacts. This was to collect ground truth recordings of 
EDA and HRV data to objectively validate how participants’ physiological responses were under LCL and HCL. 
During the frst 10 minutes, as shown in Figure 4, they were introduced to Prompto and were asked to test it. The 
next 5 minutes was a baseline period where they were asked to sit and relax. This was followed by 5 minutes 
of completing practice rounds of the n-back task. In a round of the n-back task (auditory 2-back), participants 
heard a sequence of letters (trials) and were to press a key on the keyboard if they thought the current letter 
matched the one from 2 letters back (2 trials ago). Each round lasted for 48 seconds with 24 trials (with 4 possible 
matches), presented at 2 seconds per trial and received full score if they correctly identifed matches without 
errors. They were allowed a 10-minute break before resuming the session and were instructed to write 4 to 5 
tasks for the upcoming week, specifying situation and location accordingly. This task list was kept on the table 
for their reference in the next part. 

1 32 4 Interview

Ba
se

lin
eTest App

Prompts

LCL (Relax Break)

P

2 4 HCL (n-back Tasks)

10 min 10 min 10 min20 - 30 min 20 - 30 min5 min 5 min

Break 1 3

P P P P

Pr
ac

tic
e

Block A Block B

Fig. 4. Procedure for the Receptivity Study: participants went through two counterbalanced blocks of tasks and questionnaires 
with four alternating segments of relax breaks and n-back tasks. Prompts were given during LCL in Block A, and were given 
during HCL in Block B. 
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In the main study period, they underwent two 30-minute blocks of tasks (Blocks A and B) and were informed 
that they would be testing two diferent apps (one in each block). The order of the blocks were counterbalanced. 
Under each block, there were four segments in which participants alternated between doing 5-minute segments 
of n-back tasks (HCL, segments 1 and 3), where they were told to complete as many n-back rounds as they could, 
and 5-minute segments of a relax break while they watched a nature video (LCL, segments 2 and 4). In Block 
A segments 2 and 4 (prompting under LCL condition), prompts were presented while users were in the relax 
break. In Block B segments 1 and 3 (prompting under HCL condition), prompts were given while they were 
doing the n-back rounds. Participants self-paced the rounds and could pause them at anytime, therefore had 
chances to handle incoming prompts during HCL. For these segments with prompting, Prompto randomly issued 
two prompts that were spaced at least 3 minutes apart from each other to ensure participants had time to fnish 
handling the frst prompt. At the end of each segment, participants rated in questionnaires how appropriate the 
timings of the prompts were, which gave them at least a 2-minute break before the next segment/condition, such 
cool-down time has been used in previous work [17]. 

Prompts were given in both audio and visual modalities, where an audible notifcation sound was played before 
Prompto asked participants if they wanted to “start a memory practice session or try later” and the same text 
bubble appeared on the chat interface. At the start of each block, participants were told that the prompts might 
happen during any segment, and could be handled in three ways: 1) Say “Start Practice” to Prompto and complete 
a memory training session, 2) tell it to “Try Later” or 3) “Ignore” it. They were asked to only use voice input (by 
pressing the on-screen microphone button) for this study as we wanted to keep the memory training sessions as 
short as possible to reduce fatigue. Speech input was shown to be faster than text [80] while our preliminary 
testing indicated that memory training sessions using speech input on Prompto were usually under 3 minutes. 
Participants could refer to their written task list during training sessions to speed up entry. 

Participants were given an optional break before starting a 10-minute semi-structured interview. The session 
was approximately 2 hours long. 

4.3 Apparatus and Setup 
Although participants were told that they were testing two diferent apps, we actually installed the same app on 
two phones (Samsung Galaxy A8, Android version 9) and presented one phone during each block. Participants 
sat in front of a computer screen with a keyboard, the phone and task list on the desk (Figure 1-middle). The 
screen showed the n-back tasks through Brain Workshop [45] and the nature video [66]. Participants did not 
take cofee, tea or smoke at least an hour before the study. Ambient conditions of room temperature, lighting and 
noise were controlled across sessions. 

4.4 Results 
4.4.1 Validation of Induced Cognitive Load. To validate that participants had higher cognitive load in that 
condition compared to the low cognitive load condition, we report EDA and HRV measures that objectively 
estimate workload, as well as subjective workload scores. 
Objective Cognitive Load: We conducted continuous decomposition analysis on EDA data using Ledalab [4] 

in Matlab R2018b. SCRs were defned as any variation in skin conductance of more than 0.01 �S. We report the 
number of SCRs and sum of SCR amplitudes (accumulative SCR). We also analysed the HRV data using Kubios 
HRV 3.3 [88] in Matlab R2018b and report RMSSD values. We used EDA and HRV from segments that did not 
have prompts to avoid confounding factors as it has been shown that prompts cause SCRs [29] and interaction 
with the agent could also cause higher cognitive load. We did not fnd any signifcant diference in the number of 
SCRs (p=.71), accumulative SCR (p=.89), and RMSSD (p=.61) readings at baseline and during LCL. From this, we 
confrmed that relax breaks (LCL) induced roughly the same cognitive load as during baseline. 

Proc. ACM Interact. Mob. Wearable Ubiquitous Technol., Vol. 4, No. 4, Article 121. Publication date: December 2020. 



121:10 • Chan et al. 

Since the normality assumption was not met according to the Shapiro-Wilk normality test (�<.05) for the 
number of SCRs and accumulative SCR, we conducted Wilcoxon signed rank tests to compare the diferences. 
There was signifcantly higher number of SCRs (�=203, �<.001) during HCL (������=73.5) compared to during 
LCL (������=49.2). There was a signifcant diference between the sum of SCR amplitudes (�=206, �<.001) in 
HCL (������=3.65�S) than in LCL (������=1.34�S). For RMSSD values, a t-test showed a signifcant diference 
(�35 =−3.37, �<.001) between values during HCL (�=46.7, ��=11.9) and LCL (�=89.2, ��=10.4). Therefore, the 
two conditions indeed induced physiologically measurable cognitive load diferences. 
Subjective Workload: Participants were asked to fll in a NASA-TLX [38] form after each segment and 

each subjective workload rating represented a participant’s average raw NASA-TLX score from four segments 
for low workload and four for high workload. A Wilcoxon signed rank test between the subjective workload 
ratings for LCL and HCL confrmed a signifcant diference in the scores (� =231, �<.0001, ��������� =16.4, 
������ℎ��ℎ =65.3). Hence, participants reported experiencing higher mental load while doing n-back rounds 
(HCL) and lower mental load during relax breaks (LCL). 

4.4.2 Receptivity to Prompts. Participants were asked to confrm if they noticed each prompt at the end of each 
segment where prompts were given. Two prompts (1 in HCL and 1 in LCL) were not perceived by one participant, 
it was likely that the prompts were not noticeable enough for her. As every prompt was noticed by participants, 
except these two, we took the two prompts as anomalies and they were not used in the analysis. 
Handling of Prompts: The prompts were handled in three ways: 1) User said “Start Practice” (SP) to Prompto 

and completed that training session, 2) told it to “Try Later” (TL) or 3) “Ignored” (I) it. We grouped them into two 
pairs of outcomes, one pair compared outcomes of “Started Practice” (“SP”, i.e., user started training session) and 
“No Practice” (“NP”, i.e., user handled prompts with TL or I), the other pair compared outcomes of “Responded” 
(“R”, i.e., user handled with SP or TL) and “Ignored” (“I”, i.e., user ignored the prompt). We report the average 
count for these outcomes across conditions and conducted t-tests to compare the diferences as depicted in 
Figure 5. 
We found that participants started signifcantly more training sessions under LCL compared to under HCL 

(������� �������� =2.52, ������� �������� =1.14, ����� =1.29, ����� =1.01, �38 =−3.86, �<.001), as shown 
in Figure 5a. There was a signifcantly higher “No Practice” count under HCL than under LCL (������� 
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�������� =1.48, ������� �������� =2.86, ����� =1.29, ����� =1.01, �38 =3.86, �<.001). When comparing the 
outcome pair of “Responded” and “Ignored” as shown in Figure 5b, participants were signifcantly more re-
sponsive to prompts under LCL than under HCL (������� �������� =3.62, ������� �������� =1.95, ����� =.80, 
����� =1.36, �32 =−4.84, �<.001). They were also signifcantly more likely to ignore prompts under HCL than un-
der LCL (������� �������� =0.38, ������� �������� =2.05, ����� =.80, ����� =1.36, �32 =4.84, �<.001). Hence, 
participants were likely to respond to prompts and to start training sessions during LCL. They were equally likely 
to respond or ignore to prompts during HCL and were likely to dismiss prompts if responding. 
Response Time: We measured the response time as the time diference between when the prompt was 

issued and when the participants responded with either SP or TL. Since the normality assumptions were not met 
(Shapiro-Wilk normality test, p<.05), we conducted Mann-Whitney U tests to compare the diferences in response 
times across conditions and across the two possible responses of SP and TL. We found no signifcant diference 
in the overall response times between LCL and HCL as shown in Figure 6a (� =377, �=.5, ��������� =10s, 
������ℎ��ℎ =10s). Between the conditions (Figure 6b), there were no signifcant diferences in response times for 
SP (� =151, �=.96, ��������� =10s, ������ℎ��ℎ =10.25s) and TL (� =47, �=.23, ��������� =9.25s, ������ℎ��ℎ =8s). 
Thus, regardless of during LCL or HCL, participants took approximately the same amount of time to respond to 
the prompts. 
Subjective Appropriateness of Prompt Timing: Participants were asked to rate how appropriate the 

timing of each perceived prompt was in each condition. Ratings were on a scale of 1 (not appropriate at all) to 9 
(very appropriate). We took the average of the ratings of all participants for each condition, which we report as the 
average subjective appropriateness. Since the normality assumption was satisfed according to the Shapiro-Wilk 
normality test (�>.05), we used a paired t-tests to compare the diferences in the ratings. The average subjective 
appropriateness rating for prompts in LCL (�=7.04, ��=1.65) was signifcantly higher (�20 =−4.7, �<.001) than 
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Fig. 7. Average subjective appropriateness of prompt timing ratings between conditions 

in HCL (�=4.45, ��=1.97) as shown in Figure 7. Therefore, participants felt that the timings of prompts received 
during LCL were more appropriate than when received under HCL. 

4.4.3 Usefulness Ratings. Participants rated on how useful they felt the apps from each condition were, on a 
scale of 1 (not useful at all) to 9 (very useful). Participants mainly rated the usefulness of the technique rather 
than the prompts. A Wilcoxon signed rank test showed that the usefulness rating for the app in LCL (������=7) 
was signifcantly greater (�=7.5, �<.01) than that for HCL (������=6). Although the apps were the same and had 
the same functionality, users felt that the app presented in LCL was more useful than the one presented in HCL. 

4.4.4 Semi-Structured Interviews. Our interviews sought to gain understanding of user behaviours and require-
ments. It had four guiding questions regarding the reasons for prompt handling, feedback on Prompto’s concept, 
possibility of future usage and suggestions for improvement. We transcribed the interview responses and present 
the fndings categorised according to the four questions. Using the thematic analysis method [7], two researchers 
independently coded the data to extract main ideas from the responses and generate initial key themes. After 
which, they reviewed the themes, codes and responses, and lastly, defned the fnal key themes as described 
within the categories below. 

Reasons for Prompt Handling: 15 participants (71.4%) expressed that they started practice during LCL 
because they felt more available (“Because I’m just relaxing and I’ve got time to attend to the phone.”, P14). 
4 participants (19%) commented on ignoring the prompts during HCL due to being annoyed, frustrated or 
interrupted by them as they wanted to complete the n-back rounds (“It was very annoying when it prompted 
when I was trying to do something. I did notice a diference when I was relaxed.”, P12). We iterate that the rounds 
could be paused by participants at anytime they chose. 3 participants (14.2%) decided to start practice after some 
of the prompts during HCL, because focus was already lost due to the prompts (P8), as means of escape from 
n-back rounds (P15) and because it was easier (P9). We anticipated this behaviour and noted that these were rare 
occurrences. Overall, more participants felt available to engage in training sessions during LCL. 

After receiving answers for this part, we revealed to the participants the purpose of the study and the idea of 
Prompto prompting during times of low cognitive load (relaxing or idling times). 
Feedback on Concept: 11 participants (52.3%) embraced the idea of Prompto prompting for memory training 

sessions while they have lower cognitive load, when they are more relaxed or during idle moments and thought 
that it made sense. (“I quite like the idea of biofeedback, informing the timing of when I do certain things. I quite like 
that, it’s sort of a friendly helper.”, P19). 5 of these participants would like the system to detect and prompt during 
their preferred times of mornings (P3, P9), early evenings (P5) or idle moments (P6, P18). 

In contrast, 4 participants (19%) mentioned that they preferred not to be disturbed during the relaxed moments 
(“I didn’t like being interrupted when I was relaxing. It’s like someone coming to annoy me when I’m watching TV.”, 
P21). Interestingly, two of these participants indicated preferring to be prompted when busy (“I’m used to working 
under pressure. My grandchildren interrupt me constantly when I’m doing something so in my mind I actually found 
[that] the second one [the app during HCL] did not intrude.”, P9). Hence, a slight majority of participants liked the 
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concept prompting for training sessions during relaxed or idle moments but we do need to acknowledge that a 
small minority did not prefer it. 
Possibility of Future Usage: 13 participants (61.9%) did foresee themselves using the system in the near 

future, reasons include fnding the system useful, and feeling that they did face memory issues and needed 
memory training (“I’m not getting any younger, memory is not getting any better.”, P5). 6 participants (28.6%) felt 
that the system was not applicable for them now but in the future (after 3 to 5 years) or it was more suitable for 
others (“Maybe in the future when I’m no longer working.”, P4). Two participants felt that they were unlikely to 
use it because they were already using external aids to help them remember (“I think I’ve got some quite strong 
techniques already. I do a lot of lists, I remind myself the day before.”, P19). However, one of these participants 
(P19) did state her interest to use the memory technique “I would experiment with it [the technique]”. Thus, most 
participants foresaw themselves using Prompto for the value of maintaining or improving their memory through 
the technique. 
Suggestions for Improvement: Six participants (28.6%) did not mind wearing a wristband, such as the E4, 

when using the system on a regular basis. This might be because most of these six people regularly wore their 
own watches or Fitbit [51] devices and were therefore used to wearing devices on their wrists. On the other 
hand, 7 participants (33.3%) disliked wearing wristbands or watches because they do not wear watches in general 
(P1, P5), avoided wearing metallic objects (P8, P13) or disliked the form factor of the E4 itself and commented 
that it was “ugly”, “big” and “clunky” to wear (P3, P14, P21). Participants suggested that the wearable device or 
the wristband needed to be slim (P3, P8, P14, P21), discreet (P8, P16), multi-functional with watch and sensing 
features (P6, P14), light-weight (P8), durable (P16) and attractive (P3). A few recommended diferent form factors, 
such as a necklace (P8, P16), ring (P3), clip on the pocket (P1) or on the bra (P16). Therefore, participants were 
either against or neutral towards wearing wrist-worn sensors and future designs should consider meeting these 
elicited user requirements or using diferent form factors. 

4 participants were familiar with using virtual assistants, such as Siri [46] (P1, P15) and Alexa [47] (P10, P11). 
3 participants (14.3%), including P10 and P11, felt that the system’s speech recognition should improve. Other 
improvements were that the conversation be made more fun and have animations (P21), have customisable voice 
and prompt sound (P3, P19), personalised messages (“it’s quite nice when it uses your name”, P3) and encouraging 
messages (“One thing that I do like about the Fitbit is that when I reach 10,000 steps it would say ’well done’, that’s 
quite nice if you put messages like that.”, P3). Although the conversational interface was usable, a small group of 
participants felt that there was room for improvement. We note that these suggested improvements were minor 
and would not afect functionality of the system. 
5 participants thought that the system should have several alternatives available other than the “when-then” 

technique, for example, have “techniques that you could progress your way through” (P15), specifc memory 
applications like “learning a language” (P19) or one that “tests on tasks that have been entered before” (P12). P18 
and P19 saw a separate use for the physiological state detector part of the system where it could be used to 
understand themselves better for mindfulness and wellness purposes. Thus, a few participants saw value and 
potential in extending Prompto’s capabilities to other applications beyond memory training. 

IN-THE-WILD DEPLOYMENT 
From the Receptivity Study (Section 4), we see that there are benefts to prompting during low cognitive load. In 
this deployment, we wanted to see if these benefts could still hold and to identify the additional challenges and 
requirements to realistically prompt based on physiological triggers in-the-wild. 
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5.1 Users 
Participants from the Receptivity Study were invited via email to test Prompto in-the-wild. Seven community-
dwelling users volunteered to take part (�=67.4 yrs, ��=4.5, 2 male). Two of them worked full-time, two of 
them worked on an ad hoc or part-time basis and the other three were retired but active. Four of them lived with 
their spouses, two lived alone and one lived with family. 

5.2 Implementation and Pilot Test 
Prompto was implemented with the same hardware and conversation design as described in Section 3.2. It still 
issued prompts when low cognitive load was estimated and users could start conversations with it at anytime. 

The prompting system and thresholds were tweaked based on analysing data from the Receptivity Study and 
a 1-week pilot feld test. The test was done with the seven users in which they used Prompto and wore the 
wristband each day. Prompto did not issue any prompts and recorded their EDA and PPG readings. They were 
asked to converse with it whenever they wanted. This test provided us with an estimate of how often users would 
use Prompto without prompts and enabled us to make fnal adjustments to the thresholds for each user. 

Raw EDA readings (4 Hz) from the E4 wristband were directly used by Prompto. The wristband automatically 
processed PPG signals to provide inter-beat-intervals (IBI) values at 1 Hz. We implemented a function in Prompto 
which calculated the root mean square of successive diferences between IBI values (RMSSD) [11] from the IBI 
data based on the following equation: vut Õ� −1 

����� = 
� − 1 

�=1 

1 (����+1 − ���� )2 (1) 

The same equation was used by Kubios HRV [54, 88]. For every IBI reading received (about every second), the 
RMSSD was calculated from the previous 1 minute of IBI data (the 60 most recent IBI values, N = 60). Since 
a low EDA and high RMSSD indicated a low cognitive load state, the baseline EDA (������� ) and RMSSD 
(��������� ) values for each user were identifed from the logged data in the 1-week test by separately fnding 
the lowest EDA reading and highest RMSSD value where there was no physical movement (accelerometer data 
was smooth) [50]. To detect a lowered cognitive load state, Prompto computed the average EDA (������) and 
RMSSD (��������) over 1 minute intervals. If ������ was greater than 60% of ������� and less than 140% of 
������� , and �������� was greater than 80% of ��������� , a lowered cognitive load state was detected and a 
prompt was issued. Both EDA and RMSSD criteria had to be met in the same 1-minute window. A demonstration 
application of the prompting system is available online1. 
For the main deployment, we set a limit for Prompto to issue at most 2 prompts a day and prompts were 

restricted to be at least 5 hours apart. This was set so as to follow suggestions by previous studies which gave on 
average 1.5 treatments per day and advised not to give too many treatments per day [56]. The volume of the 
notifcation sound was made customisable and can be put to silent or vibration-only. In the chat view, Prompto’s 
speech output could be interrupted at any time by pressing anywhere on the chat screen. It also automatically 
listened for speech input from user, thus users did not need to press the on-screen microphone button to speak 
to it. We implemented an iOS version of Prompto as majority of users had iOS phones. Although three users 
mentioned in the interviews (from previous section) about their dislike for wristbands and one user preferred not 
to be disturbed during relax moments, we did not modify the system to ft these preferences but confrmed that 
they were still willing to test the system. 

1https://github.com/cwtsam/prompto-demo 
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5.3 Procedure 
Prior to deployment, we met each user in a 15-minute session where we guided them to install the app on their 
phones and passed a E4 wristband to them. They were asked to use Prompto and wear the E4 on their non-
dominant wrist for 7 days (could be non-consecutive). During these days, Prompto issued prompts according to 
the users’ detected cognitive load. They were informed that they could handle the prompts in the same three ways 
as they did in the Receptivity Study: “Start Practice”, “Try Later” or “Ignore”. The conversations and responses 
to prompts were recorded via the app. For each day of usage, participants were to rate the appropriateness of 
timings for each prompt and give written feedback to answer three guiding questions: “What worked/didn’t 
work?”, “What did you like?” and “What do you wish to see?”. They did not use other memory training apps and 
did not wear the wristband while sleeping or bathing. 

5.4 Findings 
We report the fndings of the deployment in two parts: The frst part describes the results of the usage behaviour, 
responses to prompts and subjective ratings of appropriateness of prompt timings. The second part describes 
the key themes from our thematic analysis [7] of the written feedback. Feedback responses were coded by a 
researcher to generate themes, another researcher reviewed the themes and generated the fnal analysis. 

5.4.1 Responses to Prompts and Subjective Appropriateness of Prompt Timings: A total of 28 prompts were issued, 
19 of them (67.9%) were responded to: 13 with “Start Practice” (46.4%) and 6 with “Try Later” (21.4%), while 9 
prompts were “Ignored” (32.1%). Thus, an average of 4 prompts (��=2.4) were issued per user and an average of 
less than 1 prompt was issued per day. This might be due to the users not often being in low cognitive load state 
or due to the limitations of cognitive load detection system. Users took an average of 8.3 minutes to respond. 
They also gave an average appropriateness of timings (1 to 9 scale) rating of 6.2 for the prompts. We recorded 41 
conversations in total. Assuming that 13 of the conversations were started due to the prompts, this meant that 
there were possibly 28 conversations that were user-initiated (users did use Prompto without being prompted). 
The total number of conversations (41) was slightly higher than the number of conversations (38) during the pilot 
(user-initiated with no prompts) but this meant there were fewer user-initiated conversations in the deployment 
(28) compared to the pilot. This might be due to users’ excitement in trying something new in the pilot (a kind of 
novelty efect) but they used Prompto less after the frst week. It could also be because they were aware that 
they would receive prompts and sometimes waited for a prompt to start a conversation. Although the response 
rate (67.9%) and ratings for appropriateness of prompt timings (6.2) during deployment were lower than the 
response rate (3.62 out of 4, 90.5%) and ratings (7.04) for the LCL condition in the Receptivity Study, the majority 
of prompts still received responses and there remained a higher chance that the response would be to start a 
practice session with Prompto. 

5.4.2 Feedback: Having used Prompto frst-hand and in-the-wild, three users commented that they liked the 
physiological-based prompting and felt it was helpful for them. P3 explained in her feedback that she liked it 
especially when she received prompts between times when she usually had breakfast and reading in the morning. 
Their comments were consistent with their speculative opinions from their interviews in the Receptivity Study. 

A key challenge in prompting based physiological signals is addressing user acceptance of the sensing device. 
All of the users felt that wearing the E4 wristband and connecting it to the app was simple. However, similar 
to the fndings from the Receptivity Study interviews, there remained mixed comments regarding the E4. P10 
felt that it was quite unobtrusive, commenting, “I forget that it’s even there”, whereas P13 thought that it was 
“cumbersome” and “bulky”. 

Another challenge is ensuring that the users’ lifestyles and habits are minimally afected when using the 
system. Prompto required constant Bluetooth communication between the E4 and the app to receive physiological 
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data. However, because of this, majority of the users (4 users) remarked that the app was battery hungry. They 
were cautious of using Prompto, especially during busy days, to prevent from being negatively afected if their 
phone’s battery ran out. P21 worked in an ofce, she was not in habit of taking her phone with her whenever 
she went to the restroom and would leave it on her desk. Thus, the E4 would disconnect when she left for the 
restroom and she found it a hassle to reconnect it upon her return. 

Three users wished to see more functionality in Prompto then just going through the memory technique and 
wished to have more control over the prompting. P11 and P12 suggested that Prompto could also record and 
keep track of their tasks like a to-do list. P10 noted that “...my [physiological] signals should not be the only thing 
to trigger [prompts]” , and that Prompto should also know the current activity he was doing. 

6 DISCUSSION 
6.1 Receptivity 
6.1.1 Efect on Prompt Responses: During LCL, participants were more responsive to prompts and engaged in 
more training sessions compared to during HCL. The lower percentage of responses to prompts in the deployment 
compared to the study was likely because a few prompts were not noticed and other unforeseen external factors 
(social, etc.) prevented users from responding in the in-the-wild setting. Participants were unlikely to start 
training sessions due to prompting during HCL (about 25% chance). This was consistent with a previous study 
that showed that stress reduced the probability of being available [82]. As seen in Figure 5b for HCL condition, the 
average count of responses and ignores were approximately the same value of 2. Thus, users were almost equally 
likely to respond to or ignore prompts during HCL (50% to 50% chance). Furthermore, for the HCL condition, 
users still rated app’s content as useful (at 6 out of the scale of 9) and rated “appropriateness” of prompt timings 
was low (high “disruptiveness”). These results seem to agree with the previous fnding that 54% of disruptive 
notifcations could be answered if the content was useful [65]. 

6.1.2 Efect on Response Time. The marginally faster (but not signifcant) response times under HCL compared to 
LCL was expected as we note from the study by Mehrotra et al. [65] that an increase in complexity of an ongoing 
task may have users respond faster to prompts and be more attentive to them. We postulate that with more 
participants or more prompts and repetition, we might see a signifcant diference in response times. As our study 
was held in a lab setting, participants might have felt a more immediate need to answer prompts compared to an 
in-the-wild setting. The response times during our in-the-wild deployment (8.3 minutes) were understandably 
much longer than response times in our study (10 seconds). Nonetheless, they were more comparable to timings 
shown by Mehrotra et al. (3 to 7 minutes). 

6.1.3 Efect on Subjective Usefulness. Perceived usefulness of Prompto was heavily tied with the usefulness of 
the memory technique and should have been similar across conditions, yet participants rated Prompto as more 
useful during LCL than during HCL. This might be because they initiated more training sessions during LCL, 
and thus had more frequent exposure to the technique, allowing them to understand it better and realise its 
usefulness when applying it to their own tasks. 

6.1.4 Availability. Availability and rated appropriateness of prompt timings are subjective and highly context-
based. Users felt more available and rated prompts in LCL to be more appropriately timed. These ratings were 
lower in the deployment. We agree with what P10 mentioned in the deployment that cognitive and physiological 
states should not be the only context used. As gathered from our interviews, we also need to take into account 
users’ preferences on when are suitable timings for prompting. We note that although multiple contexts have 
to be used for a more robust and accurate system [82], our work frst focused on examining the physiological 
context on its own, which could then be added to relevant multi-context models of receptivity [19]. 
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6.2 Implications 
6.2.1 Prompting Based on Cognitive Context. Prior work suggest that idle times, which we equate as times of LCL, 
are the most appropriate moments for interruption and users might be willing to accept more prompts [1, 65]. 
We confrm this quantitatively and qualitatively, and for the frst time with prompting from conversational 
agents. Other pedagogical agents and prompting systems beyond the memory training context could beneft 
from adopting prompting mechanisms which trigger at these times. We found that prompting under HCL would 
still have a 50% chance of response from the user. Research work on stress interventions and virtual therapists, 
which often require prompting during HCL, could still beneft from such a mechanism. 

6.2.2 Combining Context Inputs. Prompting using physiological context is challenging and would require 
additional context inputs to be realistically implemented. Accounting for user contexts of time and location 
through a scheduling system that looks at the user’s calendar [60] and Global Positioning System (GPS) sensor on 
the phone might work. However, underlying privacy issues have to frst be addressed. Having a do-not-disturb 
mode could be useful for accommodating and respecting users’ preferences of prompt timings. A drawback 
might be that users would still need to remember to toggle to that mode. Time-based prompts still remain 
the most common and simplest to implement on mobile settings. Thus, future systems could look at issuing 
"physio-modulated time-based prompts", in which users would set a timed prompt (for example, every day at 9 
a.m.) and the system would only trigger the prompt if it fnds a low cognitive load event within a time window of 
the set timing (if ±15 minute window, prompt might be between 8:45 a.m. to 9:15 a.m.). 

6.2.3 Physical Form and Placement of Physiological Sensors. From our fndings, wearing wrist-worn E4 was 
easy to use but not ideal for older adults as it involved user burden [82] of wearing and charging, and was not 
unobtrusive enough [5]. We did observe participants having normal watches, Apple Watches and Fitbits. We 
believe that it would be possible to have easy integration with what they currently have, although most users 
agreed that a smartphone implementation was good enough. This would negate the need to wear additional and 
expensive devices like the E4. Furthermore, while they stated that the placement on wrist was not ideal, it was 
hard to pinpoint a form and placement that was acceptable by most older adults. Having an all-in-one sensor 
device in watches, necklaces and clip-on attachments to clothes, as suggested by participants, might be the most 
viable and practical remedy. Developing a ear-worn device similar to hearing aids might make it more discreet. 

6.3 Limitations 
6.3.1 Generalisability and Participant Selection. Since participants were older adults, it is difcult to generalise 
some of our fndings for a broader population. Nonetheless, we unveiled some fndings and implications which 
other researchers on receptivity, conversational agents and physiological sensing could utilise in their studies 
with various age groups. There is also a possibility that the positive receptivity seen with Prompto could be 
a result of a participant selection bias as we recruited participants who had initial interest in memory-related 
interventions. Collecting further information from participants who decided not to join the study on their reasons 
in doing so would be informative for developing next iterations of the system. 

6.3.2 Sensor Placement. Quality EDA and PPG readings are strongly reliant on the locations of sensor placement 
on the body and need robust skin contact to be attained. Finger and palmar surface measurements for EDA are 
known to be optimal and recommended [92]. Wrist placement of the EDA sensor in the E4 might be sub-optimal 
compared hand placements but it is a more practical and comfortable option for in-the-wild settings where 
users are likely to use and move their hands. Designers of the E4 at Empatica Inc. have noted this as well and 
have designed the EDA sensor to be suited and more sensitive to readings at the wrist [50]. Alternative sensor 
placements like on necklaces and clothes, as suggested in Section 6.2.3, might result in intermittent skin contact 
and measurement, thus require further design and experimentation if they were to be implemented. 
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6.3.3 Motion Artefacts. Despite users being shown how to wear the E4 device and being instructed to place it 
on their non-dominant wrist to minimise motion artefacts, there was bound to be unavoidable noise in EDA 
and PPG measurements due to user’s motion and it is also unknown how well users placed the sensors. This 
might prevent the measurements from averaging within the threshold range and explain the lower-than-expected 
prompting rate during the in-the-wild deployment. We relied on the E4’s own fltering algorithm to discard noisy, 
movement-related IBI data [49] but further reliably testing is needed. Future iterations of the Prompto app could 
include a noise-fltering algorithm for the physiological measurements to address the limitation. 

6.3.4 Efects of Age on Autonomic Responses. Age-related decline in autonomic responses of EDA [3] and time-
domain HRV [83] as people advance in age are known to result in lowered skin conductance responses, EDA 
levels and RMSSD values. We were aware that this may afect that the cognitive load detection performance of 
Prompto. Thus, we attempted to overcome this by customising the thresholds. A machine-learning based model 
could be used for detection in the future. 

6.4 Future Work 
6.4.1 Cognitive Load Detection. We chose to use the E4 as it had the sensors needed. Other physiological sensing 
devices could be considered. Detection using eye-based features [30], conversational cues [25] and respiration [39] 
are three promising methods for estimating cognitive load which could be investigated in future versions. 

6.4.2 Speech Recognition. Android (Google) and Apple speech recognition were not satisfactory in performance 
as users’ speech were often wrongly recognised. We agree that supporting both voice and text-based input in 
Prompto was advantageous compared to voice-only input [69]. For future iterations, we intend to use other 
speech-to-text engines known for high recognition accuracy, such as Baidu Deep Speech [80]. 

6.4.3 Content. Due to nature of “when-then” technique, there was no sense of progression and rounds of 
conversation felt boring after a while, especially since the technique is quickly learnt [15]. As a step towards 
providing an alternative selection of memory methods to introduce variety and progression, we have added 
a mode on Prompto to facilitate a diferent memory technique, the spaced retrieval method, in a form of a 
dialogue-based quiz that is similar to QuizBot [79]. Initial reactions from older adults indicated that such a mode 
may not be useful for them as they felt that it was only for trivia and entertainment. Students might be a better 
user group for it. 

7 CONCLUSION 
Prospective memory training through conversational agents could beneft older adults but still requires regular 
practice sessions. We designed Prompto to deliver such training while using physiological readings to infer users’ 
cognitive contexts, prompting them to engage in sessions during low cognitive load and when they are cognitively 
available. Our investigation on the efects of cognitive load on older adults’ receptivity to prompts showed that 
users were more responsive and engaged in more sessions under low cognitive load than under high cognitive 
load. From our interviews and in-the-wild deployment, Prompto was found to be useful and helpful, and users 
were likely to respond to its prompts in both in the lab and in-the-wild. Our discussions implied that prompting 
at low and high cognitive load could be benefcial depending on the application, a combination of physiological 
context with other context inputs (e.g., time) as well as a close consideration for form and placement might be 
needed for future developments. We believe our work would encourage further research on technologies and 
conversational agents with prompting and notifcation systems which take into account users’ cognitive contexts. 
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